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In non-randomised studies, prioritisation of patients who are most likely to benefit from 
more expensive and more effective treatments usually take place and/or patients select 
themselves to treatments. Propensity score methods have been considered as means to 
reduce the effect of selection bias. In this study it was shown that use of receiver operating 
characteristics (ROC) and area under ROC (AUC) provides an additional insight into ana-
lysis of non-randomised studies. The estimates of mean effect obtained with five different 
techniques were compared and nonparametric bootstrap was recommended as superior tool 
for propensity score analyses. 
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1. Introduction

The notion of propensity score was introduced by Rosenbaum and Rubin [1] and 
defined as the predicted conditional probability of an individual being assigned to 
a particular treatment in an observational study given his or her baseline measure-
ments. The main motivation declared by Rosenbaum and Rubin [1] was to provide 
an alternative method for adjusting treatment effects to given individual baseline 
measurements in the two sample design (e.g. treated versus non-treated group) 
when treatment assignment is not random, but can be assumed to be independent of 
expected outcomes. In observational studies, the effect of selection bias can distort 
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results, because prioritisation of patients who are most likely to benefit from diverse 
ways of therapy usually takes place here. Besides, often the patients select themselves 
to treatments, e.g. taking into account the necessary costs and expected effects of a 
therapy. Nevertheless, in the literature one can find some support for high agreement 
of authors’ conclusions in pairs of randomised trials and non-randomised studies with 
similar settings, population, interventions, and outcomes, see e.g. [2, 3]. 
 In practice, estimation of the propensity score given a known individual treat-
ment and baseline measurements for study participants was carried out either by 
averaging proportion of the treated observations at clusters of participants that were 
similar in their baseline features or by logistic regression used there to find a linear 
combination of the baseline features which best discriminates between treated and 
non-treated groups, [4, 5]. Then, the estimated individual values of propensity were 
applied to adjust treatment effect either simply as an additional feature that can be 
investigated jointly with the remaining ones with the aim of achieving of balance 
between study groups over all baseline characteristics under consideration, or strictly 
at frame of the propensity score methods as a sole classification variable with the 
aim of reducing of selection bias in observational studies for causal effects [4, 5]. 
There the question arises, in what extent the findings from the propensity score 
analyses could be considered as an additional support for evidence-based clinical 
rules [6], or even as some alternative to the randomised controlled trials [7]. With 
regard to this question, aiming at enlarging of trust in the results of propensity score 
analysis, in this study the use of two known statistical procedures, that is resampling 
(bootstrapping) technique and receiver operating characteristics (ROC) method was 
proposed. 
 In practice the main reason of investigating of the usefulness of bootstrapping 
for studies on treatment effect was that these studies tend to generate data that have 
bounded and skewed distributions, so the standard methods of analysis that assume 
normality may not be appropriate [8, 9]. In this study the potential benefits of the 
bootstrap for propensity score analyses in improving effect size reliability were sup-
ported with illustrative example. The six different methods were used to estimate 
the treatment effect basing on the same data from an observational study. Two of six 
compared methods, the ordinary-t confidence intervals, and the meta-analysis are apart 
from the propensity score approach, although the meta-analysis was applied to the 
same strata as the compared propensity score procedures. The next three methods of 
the propensity score analysis, that is basic method [1], modified method [4], and esti-
mation with use of bias-corrected bootstrap were applied to four sub-samples (clusters) 
of study participants defined by compact strata at their baseline measurements. The 
last method used the patient’s baseline measurements to estimate propensity score 
with logistic regression [5]. It was showed that the propensity score methodology 
leads to intermediate width of confidence intervals for estimates, between the small-
est ordinary-t confidence interval and the largest one for meta-analysis procedure, 
but the direct use of the bootstrap permits smaller confidence intervals among four 
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compared methods of the propensity score analyses. It should be pointed out that 
two ways of use of the bootstrap either to clusters of participants in way showed in 
this study, or to matching participants with respect to strata at the propensity score 
in manner showed at [10], both need in principle the same amount of data as the 
standard procedures [1, 4]. 
 The propensity score analyses need rather intensive and durable cooperation 
between medical experts and statisticians. The procedures proposed in this paper can 
make it easier. Generally, in our opinion, it is inadmissible to apply here a typical 
work-sharing: first clinicians or epidemiologists prepare the data base, and after that 
statisticians start with their analyses of these data.
 The main reason for trying to apply a ROC technique is a presume that if strati-
fied random sampling is practised for almost all participants of a study, at least for 
weighty share of these, and all influenced predictors for the propensity score are 
measured at baseline, then the propensity score analysis should lead to estimates 
comparable with findings from randomised trials, [11], at least with findings from 
randomised trials with poor concealment of allocation, [12]. Alas, the needed in-
formation cannot be usually obtained with literature search only [13, 14], and the 
domain experts must be recruited to some auxiliary inquiries. First, one can seek 
advice from medical professionals with aim to disclose the limits for allocation 
decisions in daily practice, and to reveal other properties of real decision processes 
[15–17]. Then, in the considered absence of certain external information the vari-
ous test-retest procedures, see e.g. [18–21], can be used to estimate the underlying 
propensity to undertake random decisions. In test-retest experiments the use of 
graphical and audio-video information was suggested, see [22–24]. Nevertheless, 
the main weakness both of the interviewing experts and the test-retest procedures 
is that the experts can perceive these investigations as a kind of academic exam 
without clear relation to their daily professional activity. So, in this study it was 
proposed to attempt utilize information from usual in clinical practice analyses 
made after therapy, if available, e.g. analyses of applicability of the acknowledged 
clinical guidelines, see e.g. [25]. 
 This paper is structured as follows. First, the key terms and concepts of the pro-
pensity score methodology are introduced. Then the exclusion procedures, frequently 
indispensable at the propensity score analyses, are discussed with aim at support-
ing necessity in getting a supplementary information from medical experts. At the 
next section, a motivating example from real-life clinical practice is examined with 
descriptive statistics and with results of several ways of analysis. Then the possible 
benefits from use of three procedures for getting a supplementary information, that 
is: structured interview, procedure of repeated arrangements, and the ROC (receiver 
operating curve) technique, are briefly explained. In discussion the focus is made on 
necessity of intensive clinicians-statisticians cooperation during the propensity score 
analyses. The final conclusions are concentrated on possible ways for enlarging of 
trust in estimates obtained with the propensity score procedures. 
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2. Key Terms and Concepts 

This section is concerned in notions of two core stages of the propensity score 
method, that is estimation of the propensity score stage, and stage of the estimation 
of adjusted treatment effect. Then, with reference to these notions the concepts of 
receiver operating characteristics (ROC) are briefly explained. 
 Consider a single investigation aimed at comparing of two treatments, say an 
experimental treatment versus a standard treatment or placebo, with respect to a 
chosen single outcome. Let S, si ∈ S; i = 1, 2, ..., N, be considered a sample of N all 
participants of this study that met defined criteria to be taken into consideration, and 
then to be not excluded from further analyses aimed at obtaining the propensity score 
estimates. Let A ∈ (0, 1) be a dichotomous allocation variable indicating whether an 
i-th individual got an experimental treatment (ai = 1) or not (ai = 0).
 Let X = (X1, X2, ..., XL) be set of L measurable features assumed to affect the 
allocation variable A. Assume values of A and X known at baseline for each si ∈ S; 
i = 1, 2, ..., N; so a sample S divided without remains into two non-overlapping sub-
samples S = S1 ∪ S0; S1 ∩ S0 = 0; where: if ai = 1 then si ∈ S1; if ai = 0 then si ∈ S0. 
The propensity score (PS) was defined with (1) as estimated conditional probability 
to be allocated to treated sub-sample S1; given values of features X.

   PSi = E(Pr ((si ∈ S1) | (x1, x2, …, xL));         i = 1, 2, ..., N; (1)

where: E – symbol of expectation.
 Numerous methods applied in practice to estimate PS can be divided into two groups. 
The first group of methods corresponds to logistic regression approach [5, 26], but the 
second group of clustering methods [4, 27], bases on notion of similarity (or contrary: 
dissimilarity, distance) between individuals with respect to their individual values of 
features X. A basic logistic model implies that expected probability at (1) is equal to 
1/(1 + exp(–L(X)), where L(X) is a linear combination (2) of variables X, [26].

   L(X) = b0 + Σbl*Xl.;        l = 1, 2, …, L.  (2)

where: b0, bl – constant coefficients. 
 All methods from the second group, in spite of seemingly distinct differences 
between them, can be summarised there jointly with the formula (3):

   PSi = Σaj*wij / Σwij;       i, j = 1, 2, ..., N (3)

where: wij – weight of j-th individual with respect to i-th individual; 0 ≤ wij  ≤ 1; 
wii = 1. 
 In case of usual, non-overlapping clusters, the weights at (3) are dichotomous, 
that is either wij = 1 or wij = 0; moreover, wij = wji. For nearest-neighbourhood ap-
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proach the weights at (3) are dichotomous too, wij = 1 or wij = 0; but there it is ad-
mitted wij ≠ wji. The kernel method implies continuous values of weights, usually 
symmetrical: wij = wji. The weights wij are usually defined basing on analyses of 
distance matrices or neighbouring graphs, [27]. 
 Generally, logistic regression can lead to non-fractional estimates of propensity 
score, either PS = 0, or PS = 1, only in limits, that is if a linear combination (2) tends 
to infinity, either L(X) = –∞, or L(X) = +∞. Contrary to this, the formula (3) in prac-
tice often leads to estimates 0 ≤ PS ≤ 1. With aim of better explanation of the formula 
(3) let us first consider a case of non-overlapping clusters. Let some considered i-th 
individual belongs to cluster C; si ∈ C ⊂ S. Then for all individuals from this cluster 
the weights are equal to 1, but for all individuals from outside they are equal to 0:
if (si ∈ C) ∧ (sj ∈ C) then wij = 1; otherwise wij = 0; j = 1, 2, ..., N. In a particular case 
it is possible that all individuals from some cluster C have the same value of the al-
location variable A = a*, either a* = 1, or a* = 0. In such a particular case the formula 
(3) leads there to estimate PSi = a*, so either PSi = 1, or PSi = 0. In other case, if the 
cluster C includes individuals of various values of allocation variable A then the formula 
(3) must lead there to a fractional estimate of PS. The analogous consideration can be 
made in a case of the nearest-neighbourhood approach, changing notion of cluster with 
notion of neighbourhood. The only difference is that for non-overlapping clusters the 
formula (3) must lead to the same estimates of PS for all members of the same cluster, 
but members of the same neighbourhood can obtain different estimates (3).
 The next stage of the propensity method consists of adjusting treatment effect 
to the estimated propensity score. It should be pointed out that generally, in result of 
some exclusions, this adjustment is made using only some sub-sample U ⊂ S. 
 In the non-overlapping clusters approach it was presumed that the considered 
clusters differ in their propensity scores, but somewhat surprisingly the estimates 
obtained with (3) usually aren’t there in direct use, [1, 4]. First, let us use the no-
tion of formula (3) to formulate definition for treatment effect D proposed origi-
nally at [1]. In the non-overlapping clusters approach each k-th individual sk ∈ U,
k = 1, 2, …, K, belongs to only single cluster of individuals, and number mk of 
members of this cluster is equal to mk = Σwkj, where sum should be get at sk ∈ U; 
k = 1, 2, …, K; so share of this cluster at sample U is equal to Pk = mk / K. Let Y 
be a continuous variable expressing individual outcome, assumed to be a result of 
therapy or exposition under study. The mean outcomes at individuals with a = 1, and 
with a = 0, are given with formula (4) and (5) respectively.

  Mean(yk | a = 1) = Σaj* wkj* yj / Σaj* wkj; j = 1, 2, …, K.  (4)
  Mean(yk | a = 0) = Σ(1 – aj)* wkj* yj / Σ(1 – aj)* wkj; j = 1, 2, …, K.  (5)

 It is easy to notice, that homogenous clusters of individuals that have the same 
value of the allocation variable, either a = 1, or a = 0, must be excluded from this 
way of analysis. 
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 The mean effect Dk associated with a single individual sk ∈ U is given with the 
formula (6). Finally, the summary mean effect D for all clusters, weighted with their 
share Pk = mk / K as it has been proposed at [1], is given with the formula (7).

 Dk = (Mean(yk | a = 1) – Mean(yk | a = 0)) / Σwkj; j = 1, 2, …, K.  (6)
 D = Σ(Dk * Pk) = (Mean(yk | a = 1) – Mean(yk | a = 0)) / K; k = 1, 2, …, K.  (7)

 It should be pointed out that for all four above formulas (4), (5), (6), and (7), sum-
marisation should be made for all K individuals sj ∈ U, j = 1, 2, …, K; but  generally 
not at all N individuals from the initial sample sj ∈ S, j = 1, 2, …, N. 
 At [4] it was proposed to standardize mean effect D not proportionally to the 
share of clusters Pk, see formula (7), but proportionally to the inverse of the va riance 
Vk of difference (Mean(yk | a = 1) – Mean(yk | a = 0) at the particular clusters, see 
formulas (4) and (5). To this end for each particular cluster the pooled variance Vk 
must be estimated, either with resampling methodology [28], suitable to case of 
frequent exclusions from initial cluster, or with standard methods, see formulas (8), 
(9), (10).

Vk (yk |a = 1) = Σaj* wkj* (Mean(yk | a = 1) – yj)2 / Σaj* wkj; j = 1, 2, …, K.  (8)
Vk (yk |a = 0) = Σ(1–aj)* wkj* (Mean(yk |a = 0) – yj)2 / Σ(1–aj)* wkj; j = 1, 2, …, K.  (9)
Vk = Vk (yk | a = 1) + Vk (yk | a = 0);   k = 1, 2, …, K.  (10)

where Mean(yk | a = 1) and Mean(yk | a = 0) are computed with (4) and (5); Vk is 
a pooled variance at k-th cluster.
 Finally, following [4], formula (7) changed there to form of (11). 

   D = (Σ(Dk / Vk)) / Σ (1 /Vk);    k = 1, 2, …, K. (11) 

 The formulas (4), (5), (6), and (7), or alternatively (8), (9), (10) and (11), can be 
applied properly in frame of the nearest-neighbourhood and kernel approaches. 
 The extremely different approach to estimating a treatment effect consists in 
one-to-one matching only on the base of individual estimates of the propensity score. 
The most of higher-level statistical packages such as Stata, SAS, or SPSS, include 
ready to use procedures of this approach, usually with so named calliper and greedy 
options [5], [11]. As a base sample for matching the smaller sub-sample S1 or S0 
is used; where: if ai = 1 then si ∈ S1 ⊂ S; if aj = 0 then sj ∈ S0 ⊂ S. Without loss of 
generality let us assume that a sub-sample S1 was chosen. The procedure for one-to-
one matching chooses step-by-step a single individual si ∈ S1, reads his/her PSi and 
then looks for couple of this individual among individuals sj ∈ S0, according to the 
criterion of minimal difference |PSi – PSj|, then both matched individuals, si ∈ S1 and 
sj ∈ S0, are removed from the pool. This process should be repeated until matches are 
found for all individuals si ∈ S1. The remaining individuals sj ∈ S0, are excluded from 
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the further estimation of the mean effect D. The option calliper gives opportunity 
to define threshold Tacc defining the maximal acceptable difference |PSi – PSj|, so if 
none of sj ∈ S0 meet the restriction |PSi – PSj| < Tacc then si ∈ S1 is removed from the 
further estimation of the mean effect D. The option named greedy gives opportunity 
to define a sequence of thresholds T, say T = 0, 0.01, 0.05, 0.10. Then, step-by-step 
from the minimal to maximal threshold, the procedure looks for pairs of individuals 
that meet the restriction |PSi – PSj| < T. It is easy to notice, that maximal threshold 
plays there a role of a threshold Tacc. Finally, the mean effect D is estimated with any 
standard procedure for correlated pairs of the continuous variable Y. In the above 
procedures some dilemma arises if the criterion of minimal difference |PSi – PSj| can 
be met at several pairs of individuals, si ∈ S1 coupled with sj ∈ S0. This difficulty can 
be easy overcome with standard weighting approaches for one-to-many matching, 
or with bootstrap procedure [10]. 
 The one-to-many matching approach takes into account only individual estimates 
of PS, but the clustering approach, only features X, nevertheless the both approaches 
can be united at single procedure in various different ways, [5, 11]. For example, within 
strata defined with the estimates of PS only, e.g. with a sequence of the above greedy 
thresholds T, the individuals can be matched according to the criterion of minimal 
distance defined on the base of features X, e.g. parametric Mahalanobis distance [29] 
or using non-parametric procedures, like [30]. Then, the propensity score estimates 
can be used as an additional variable together with the features X with aim of creating 
the clusters of similar individuals. In result of these and other unifying approaches a 
great variety of propensity score procedures arose in practice, [5, 11].
 Receiver operating characteristics (ROC) are an acknowledged tool to examine 
the usefulness of a certain measurable variable to differentiate between two specified 
classes, in the medicine by tradition named a Positive and a Negative class [31]. In 
this paper a role of classifying variable played the estimated propensity score PS. 
Then, by definition, let a Positive class includes all individuals that certainly need to 
be treated with the first treatment under consideration, but a Negative class includes 
all remaining individuals. So, with respect to this, a sample S under consideration 
is divided onto two sub-samples, positives CP versus negatives CN, S = CP ∪ CN; 
CP ∩ CN = 0. Then, let for some assumed threshold PS = T it be hypotheses that 
if for i-th individual si ∈ S his/her propensity score PSi ≥ T then this individual is 
decided to be included to treated group, si ∈ S1; otherwise si ∈ S0. With respect to 
both above classifications, two fractions can be recognized inside a sub-sample S1, 
a true positive fraction TP that includes all si ∈ S1 ∩ CP and a false positive fraction 
FP that includes all si ∈ S1 ∩ CN. The ROC is a two-dimensional curve that displays 
relationship between true positive ratio (TPR) and false positive ratio (FPR) across 
all from all possible dichotomous thresholds T at classifying variable under con-
sideration, where TPR (respectively: FPR) represents proportion of a true positive 
fraction TP (respectively: a false positive fraction FP) with relation to all positives 
CP (respectively: to all negatives CN). 
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 At process of ROC’s estimation two main stages appeared, at the first stage 
for each given value of classifying variable a pair of estimates (TPR^, FPR^) is 
calculated. Then, at the second stage, the ROC is estimated as continuous convex 
curve between (TPR=0, FPR=0) and (TPR=1, FPR=1). Estimation of ROC becomes 
particularly straightforward for piece-wise linear ROCs, [31]. Area under the ROC 
curve (AUC) obtains here a clear statistical interpretation, in terms of this paper 
it is an estimate of probability Pr[PSi > PSj], where i-th individual is randomly 
 chosen si ∈ CP, but j-th individual is randomly chosen sj ∈ CN. So, the closer the 
area is to AUC = 1.0 the greater the likelihood is that there the non-random alloca-
tion (A = 1 versus A = 0) was applied, otherwise if AUC doesn’t differ significantly 
from AUC = 0.5, then the allocation can be considered as random, as it doesn’t 
differentiate between positive and negative individuals. In the literature one can 
find tests for hypothesis that AUC = 0.5, [32, 33], and procedures for confidence 
intervals for receiver operating characteristic curves, [34, 35]. It should be noted 
that the precise quantitative estimates of the classifying variable (in this case – a 
propensity score PS) aren’t necessary to estimate a ROC, and then to provide an 
analysis of an area under the ROC curve (AUC). It is just sufficient to be able to 
order the individuals (or: the clusters of individuals) from given sample with re-
spect to their propensity score coefficients, because the values of thresholds were 
not used explicit in any stage of ROC and AUC calculations. 

3. Exclusion Criteria 

Generally, in a research practice the exclusions from a data base under investiga-
tion were driven by questionable quality of the particular data records. The most 
frequent reasons to exclude a certain data record from consideration are missing or 
outstanding values of variables, [29]. Nevertheless, it should be noted, that numer-
ous exclusions are made usually on the beginning of an medical investigation, and 
during an investigation, in the random clinical trials too. The primary reason is that 
persons, who are invited to participate in research, simply refuse to participate, [36]. 
Then, in random clinical trials, some candidates (either patients or controls) are 
often excluded from randomisation by researcher, basing on economical and ethical 
considerations, [12, 37]. In the frame of the propensity score methodology the all 
above kinds of exclusions appear too, but some extra exclusions are aimed here to 
transform a crude sample from observational study into a sample comparable with 
samples from random trials. Without these extra exclusions, the propensity score 
methodology should be considered as a special case of the stratified analysis meth-
odology, aimed to replace to great number of potential confounders with a single 
variable only. At such intentional process two main stages appear, at the first stage 
a given crude sample from an observational investigation under study should be cau-
tiously inspected with purpose of separating from this sample a proper initial sample 
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S for starting with the estimation of propensity score. At the first stage a researcher 
formulates the exclusion criteria properly to purpose of the analyses, on basis of the 
own experience and subjective judgments. Usually, they correspond to the criteria 
that are applied in research practice for creating the samples of individuals in random 
clinical trials. The second stage arises during the core propensity score analysis. 
 During the core analyses a sub-sample U ⊂ S applied finally to adjust a treatment 
effect arises, in some extend automatically with limited role of a researcher. First, 
at frame of clustering approach, see formulas (3) – (11), all clusters with estimated 
propensity PS = 1 or PS = 0 must be excluded from further analyses. A researcher 
can establish somewhat more strong criteria, say PS > 0.9 or PS < 0.1. In frame of 
a matching approach each individual without proper couple is automatically excluded 
by the procedure. It seems that two kinds of exclusions can be distinguished, first kind 
due to limits of the applied matching procedure, say one-to-one instead one-to-many 
or many-to-many. A second kind of exclusions resulted from factual outstanding, see 
[29], can be confirmed by researcher on basis of comparisons between exclusions 
made by several variants of matching procedures. 
 An auxiliary criterion, developed in this paper, was aimed at excluding the clusters 
that are characterized with inadmissible great probability of non-random allocation 
to treatment. Generally, this probability can be independent from the propensity 
score. It can be estimated with test-retest experiments at domain experts. Finally, it 
seems, that in a report on the propensity analyses the excluded individuals should 
be grouped into fractions with respect not only to the stage of analyses but also with 
regard to the clearly defined reasons and criteria of exclusions [38]. 

4. Motivating Example

The data for motivating example were acquired from [39]. Variable A indicated 
whether an individual had been allocated to severe (A = 1) cases versus moderate 
(A = 0) cases. Outcome Y was a length of hospital stay. Two confounding variables 
were considered: patient age (expressed with sample tercile 1st, 2nd or 3rd) and cause 
of disease [40], i.e.: 1st: vesicle (61 persons), 2nd: alcohol (41 persons), and 3rd: in-
appropriate diet (40 persons). The method for defining clusters was beyond scope 
of this study, because it depended mostly on specific knowledge and experience of 
domain medical experts [40]. The propensity score PS was estimated at each cluster 
separately as proportion of patients clinically classified as a severe cases (and allo-
cated to special treatment) among the all, severe and moderate, cases. Table 1 shows 
descriptive statistics of the whole sample of N = 142 patients, and separately for each 
of four clusters. With respect to skew and kurtosis of outcomes Y0 = Y | A = 0 and 
Y1 = Y | A = 1 at the whole sample and at each of four cluster there wasn’t any severe 
obstacle to use parametric methods, nevertheless, some non-parametric alternative 
should be preferred here, [9]. Effect size D for each cluster was separately estimated 
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using the formula (6). Generally, there are three alternative ways to estimate the 
summary mean effect D for all clusters. First, an optimistic researcher can assume 
that the data from an observational study under consideration don’t differ from data 
obtained under simple random or stratified random sampling with random assigning 
to control and treated groups. A pessimistic researcher can consider each cluster as 
a quite different population what leads to meta-analysis approach. The propensity 
score methods can be considered as a medium approach between the above extremes. 
Table 2 (Estimates of a mean effect D) compared results of six different techniques 
applied here. Beyond two above estimates made by an optimistic researcher and by 
a pessimistic researcher, the next four estimates were obtained using the propensity 
score adjustment. 

Table. 1. Descriptive statistics for clusters in illustrative sample

Cluster 1 2 3 4 Total
PS 60.0% 47.8% 34.6% 29.1% 39.4%
N 15 46 26 55 142
P 10.6% 32.4% 18.3% 38.7% 100.0%

X1: age (tercile) 2nd or 3rd 3rd 1st 1st or 2nd all
X2: cause 2nd 1st or 3rd 2nd 1st or 3rd all

mean_Y0 ± SD 9.0 ± 2.8 15.3 ± 9.6 13.5 ± 4.2 13.6 ± 7.3 13.7 ± 7.4
skew_Y0 1.5 1.3 0.4 0.8 1.3

kurtosis_Y0 1.9 0.7 -0.1 -0.3 1.5
mean_Y1 ± SD 56.7 ± 41.1 65.3 ± 43.5 61.7 ± 53.8 69.4 ± 45.9 64.5 ± 44.5

skew_Y1 2.0 1.1 2.8 1.0 1.4
kurtosis_Y1 4.9 0.8 8.2 0.4 1.5

effect D± SD 47.7 ± 18.1 50.1 ± 11.8 48.1 ± 21.9 55.8 ± 15.0 50.8 ± 8.0

 The first three of estimates at Table 2 were obtained without any additional 
exclusions from the sample [39], using the formula (7), then the formula (11), and 
then the bootstrapping to the same four non-overlapping clusters. The last estimate 
was obtained by matching individuals in one-to-many mode accordingly to their pro-
pensity score (as estimated by logistic regression) with restriction on the propensity 
difference |PSi – PSj| < 0.05. This restriction led to 24 exclusions (27.9% of 86) from 
moderate (A = 0) cases, and 6 exclusions (10.7% of 56) from severe (A = 1) cases, 
without significant changes in mean outcomes for both groups of participants.
 The choice of the technique didn’t affect significantly the value of estimate of 
average effect D, 50.8 < D < 51.7, with a single but distinct exception for estimate 
D = 39.8 obtained with matching approach, but it influenced significantly the estimates 
of standard deviation of the effect D, see Table 2. The propensity score approach led to 
mediate estimates of standard deviation, 9.4 < SD < 16.0, between estimates obtained 
with optimistic (SD = 8.03) and pessimistic (SD = 72.5) approaches. The choice of 
the propensity score technique also affected accuracy of the average  treatment effect 
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estimation. Among the procedures addressed to non-overlapping clusters the results 
obtained with bootstrap were recognised as more accurate and truthful than the 
estimates based on normality assumption. The choice between the propensity score 
procedures addressed to non-overlapping clusters versus the matching procedure 
cannot be decided at this stage of analysis without getting supplementary data from 
medical experts because of distinct difference in estimates of a mean effect D, see 
Table 2. 

Table 2. Estimates of a mean effect D

Method D SD_D 95%CI for D
optimistic: Student t for whole sample 50.8 8.03 from 49.5 to 52.1
pessimistic: metaanalysis for clusters 51.0 72.5 from 39.1 to 62.9

propensity score with formula (7) 51.7 16.0 from 49.1 to 54.3
propensity score with formula (11) 50.9 15.5 from 48.4 to 53.4
propensity score by bootstraping 51.7 12.5 from 49.7 to 53.8

propensity score by matching 39.8 9.4 from 37.2 to 42.3

5. Getting Supplementary Data 

In this section several designs for getting supplementary data from domain experts 
were briefly described. All of these designs can be considered as variants of the 
test-retest trial, that is the scores of the same individuals have been achieved twice, 
at two different times or at least after a sufficient time delay. In a frame of the two 
first designs, [18] and [21], a researcher ought to recruit domain experts to test-retest 
trial, with attempt to imitate decision situations at a clinic level before starting of 
a therapy. The last two designs, [25], and that one proposed first at [39] and now 
in this paper, try to utilize real clinical records from usual post-therapy analyses to 
unusual application of the ROC methodology. 
 In the procedures of repeated arrangements, [18] and [21], an expert divides 
the same set of individuals twice into predetermined number of ordered classes, 
depending only on quality of information available, see [22–24], and, last but not 
least, on their filling of a seriousness of situation. Ideally, the decision situations 
and the duties of domain experts in an experiment should be perceived by them 
as quite similar to their daily practice. The test-retest trial described at [18] was 
aimed to examine in what extend some defined additional information can modify 
previous allocation decisions. So, the two estimates of the propensity score, PS|X 
versus PS|(X, X’), at the same sample of individuals were compared, where: X is 
information available to the domain expert at the test settings, and X’ is an ad-
ditional information, available at the retest settings. The test-retest trial described 
at [21] was aimed directly at estimation of underlying probability of undertaking 
of non-random allocation decisions. 
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 At [2, 6] it was proved how the clinicians use to keep in practice the guidelines 
for artificial nutrition at patients with gastric cancer. In terms of ROC methodology 
a clinical guideline can be interpreted as diagnostic test under evaluation, but a real 
clinical decision on a course of nutrition as a manifestation of a true state of a pa-
tient. So, at [25], the patients treated with artificial nutrition in full agreement with 
the acknowledged clinical guidelines were interpreted as true positive cases, but the 
patients treated in spite of these guidelines as false positive cases. Finally, on basis 
of data on 915 patients with gastric cancer the area under the receiver operating char-
acteristics (AUC) were estimated equal to AUC = 0.68 for women and AUC = 0.67 
for men, both significantly different from AUC = 0.50. In terms of the current study, 
the treatment decisions made with full agreement with the acknowledged clinical 
guidelines can be interpreted as the deterministic decisions rather, but the remaining 
ones as undefined, either random or deterministic decisions. Thus, the results of ROC 
analysis support here need in extensive exclusions in the propensity score analyses, 
if used. 
 In the current study the somewhat another approach to preparing data for the 
ROC methodology was proposed. The results of initial clinical classification (and 
allocation to treatment) was interpreted as manifestation of a some (maybe unde-
fined) diagnostic test under evaluation, with the estimated propensity score PS as 
diagnostic variable, but it was assumed that the true state, Positive versus Nega-
tive, of a patient at the moment of initial classification can be disclosed only after 
ending of therapy, on the base of the available clinical records. Thus, if AUC don’t 
differ significantly from AUC = 0.5 then one can conclude that the propensity score 
(estimated on given patient’s features) don’t give a reliable basis to predict factual 
need in a treatment under consideration. With respect to the motivating example, as 
the Positives were considered the all patients which were recognised as severe cases 
after ending of therapy, but as true Positives the patients which were recognised 
as severe cases on the beginning and on the end of therapy too, see Table 3. ROC 
analysis for exemplary data. 
 The further routine procedure for estimating of the piece-wise linear ROC was 
disclosed at Table 3 ROC analysis for exemplary data. The clusters of study partici-
pants were ordered with respect to the estimated propensity score PS, see Table 1. 
The numbers of positive (NP) and negative (NN) participants were obtained from 
the post-therapy analyses made with aim of disclosing the sources of the doubtful 
initial allocations (if any).The true (false) positive ratios TPR (FPR) for consecu-
tive thresholds at Table 3 were calculated in usual way, [31]. The area AUC for the 
piece-wise linear ROC was estimated simply with the formula (12), and the squared 
standard error SE for AUC was estimated with formula (13) from [33]. Knowing 
SE, one can easy determine significance of the hypothesis: AUC = 0.5.

   AUC = 0.5 * Σ( TPR(k) + FPR(k – 1)) * ( TPR(k) – FPR(k – 1)). (12)
   SE2 = (AUC(1–AUC) +(NN–1)*q0+ (NP–1)*q1) / NN*NP (13)
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where: AUC is the estimated area under ROC; k = 1, 2, 3, 4 denotes a rank of cluster, 
see Table 1 or Table 3; for fictive rank = 0 it was assumed TPR(k = 0) = FPR(k = 0) = 0; 
NP and NN are total numbers of the positive (negative) participants respectively, 
see Table 3; q0 and q1 are estimated by: q0 = AUC*AUC*(1 – AUC)/(1 + AUC);
q1 = AUC*(1 – AUC)2/(2 – AUC). 

Table 3. ROC analysis for exemplary data

Cluster 1 2 3 4 Total
NP | cluster 9 22 9 16 56

NP | threshold 9 31 40 56 -
NN | cluster 6 24 17 39 86

NN | threshold 6 30 47 86 -
TPR 0.161 0.554 0.714 1 -
FPR 0.07 0.349 0.547 1 -
AUC 0.006 0.10 0.125 0.389 0.619

  For the exemplary data in Table 1 and Table 3, it was stated that AUC = 0.619 
differed significantly (p = 0.01) from AUC = 0.5. Thus, the data under consideration 
differed significantly from the results of randomised trial what give some reason to 
prefer the propensity score method to the naïve estimations based on Student-t statistics 
for the whole sample, see Table 2. From other possible point of view, the value of AUC 
= 0.619 can be considered as only a little above AUC = 0.5, but not close to AUC = 1, 
so a great share of exclusions, associated with the matching approach to the estimate 
propensity score, can be considered as superfluous. It supported a preference to the 
clustering approach to propensity score estimation, that didn’t exclude any cluster from 
consideration, over the matching approach, that led here to 24 exclusions (27.9% of 
86) from moderate cases, and 6 exclusions (10.7% of 56) from severe cases. 
 Procedure of repeated arrangements bases on notion of indifference classes 
defined on a choice set [21]. The procedure consists of two sessions. During each 
session an expert deals with the same set of N = K*Nk objects needed to be distributed 
into predetermined number K ordered classes, from rank k = 1 to rank = K, each 
class of the same number of Nk = N/K objects, k = 1, 2, ..., K. During each session an 
expert can try out some arrangements with aim to select the best one in his/her filling. 
Between the session there should be settled a proper time delay, necessary to relax 
and to forget a preceding arrangement. All comparing objects should be properly 
standardized with aim to make difficult naming and remembering them by expert. 
The proposed procedure [21] seems to be more reliable from a typical procedure of 
ordering objects accordingly to known presumed aspect of preference, because of 
focus on similarity of objects, [22]. 
 At [21], an expert’s opinion on each evaluated object took form of width of rank 
interval (14) with edges equal to lower and higher rank of the classes associated to 
this object.
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   di = |ki1 – ki2|,     i = 1, 2, ..., N. (14)  

where: ki1, (ki2) – ranks of I-th object at 1st (2nd) session. 
 Then, at [21] it was assumed, that an expert can apply either non-random decision 
mechanism that leads certainly to sure ranks at (14), or a random drawing, with the 
same chance for each class, equal to P = 1 / K. The next assumption, that probability 
Pc of applying the non-random decision mechanism was stable and the same for all 
patients at the considered population, creates opportunity to test the null hypothesis 
that probability Pc = 0 versus Pc >0. As a test statistics was proposed difference ∆: 

   ∆(N, Tacc, Tn–acc) = Nacc – Nn–acc.  (15) 

where: 
Tacc, (Tn–acc) – threshold defining the acceptable (non-acceptable) width of rank 
 interval (14);
Nacc (Nn–acc) – number of acceptable (non-acceptable) width of rank interval (14) in 
considered N rank intervals. 
 The thresholds defining the acceptable and non-acceptable width of rank interval 
(14) should be chosen in each concrete situation basing on practical considerations. 
In [21] for K = 9 classes, the threshold for acceptable difference between classes as-
sociated to a same patient was assumed Tacc = 2, and for the non-acceptable difference 
Tn–acc = 4. The critical value of a test statistics (15) can be calculated analytically, 
for assumed N, Tacc, Tn–acc, but the simpler way is the Monte Carlo modelling. In 
[21] the critical value of this statistics (15) for K = 9 classes’ and N = 81 patients, 
was estimated equal to 22 for usual significance level 0,05. Then, the power of the 
proposed test was examined for five assumed values of Pc = 0,8; 0,75; 0,7; 0,65; 
0,5. It was stated, that the null hypothesis Pc = 0 will be rejected with probabilities, 
at the same succession: 0,99; 0,96; 0,86; 0,68; 0,16. 
 The maximum likelihood estimate of probability Pc of non-random allocation 
can be also obtained, because for any assumed width of rank interval d and prob-
ability Pc the conditional probability P(d|Pc) is given with formula (16):

P(d|Pc) = (1 – Pc)*(P(d|Pc = 0)) + δ*Pc*(P(d|Pc = 0))/(Σ (δ*(P(d|Pc = 0))). (16) 

where: coefficient δ = 0 for d ≥ Tn–acc and δ = 1 otherwise. The chance of observing 
a given distribution of N values of rank intervals (14) for assumed Pc is equal to the 
sum of N probabilities P(d|Pc) calculated with (16). Then the maximum likelihood 
estimate of Pc is that value of Pc, that makes this sum as large as possible. At [21] 
the maximum likelihood estimate of non-random allocation, equal to Pc = 0.81, was 
reported on basis of the results of test-retest experiment with sample of 81 patients 
with osteoporosis. This value supports need in extensive exclusions in the propensity 
score analyses, if used. 
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6. Discussion

The question, how to draw useful conclusions from observational studies, has a 
great practical importance. Therefore, from many years up to now, the numerous 
methodologies were developed, [1–7], [11, 13, 14, 18, 36]. The present study was 
devoted exclusively to propensity score methodology. Propensity score methods have 
been considered as means to reduce the effect of selection bias at observational stud-
ies, [1, 4, 5, 11, 13, 14, 18]. In the frame of the propensity score methodology two 
main stages appear. At the first stage the features of participants of an observational 
study are considered as independent variables, with aim to estimate the relation-
ship between the features and propensity score for each participant, [5, 14]. At the 
second stage the estimated values of propensity score are used to evaluate unbiased 
effect size. The great variety of methods applied in practice to estimate propensity 
can be divided into two groups. The first group of methods corresponds to logistic 
regression approach [26], but the second group of clustering methods [4, 5], bases 
on notion of similarity (or contrary: dissimilarity, distance) between individuals with 
respect to their individual features. Furthermore, the three seemingly different ways 
of estimation the propensity score in clustering approach (that is: non-overlapping 
clusters method, nearest- neighbourhood method, and kernel method) were in this 
paper generalized into a single scheme, following to [27], see formulas (3), (7), (11). 
The all computation of the propensity score methodology can be executed, without 
any resorting to complex programming, by any researcher, even with some limited 
statistical practice. Several ready to use calculators can be located via internet search. 
Moreover, the most of higher-level statistical packages such as Stata, SAS, or SPSS, 
included the complete procedures based on so named matching approaches to pro-
pensity analyses. The all of higher-level statistical packages included the recognized 
procedures for defining clusters. The further steps of clustering approach to propen-
sity analyses can be easy implemented within frame of any spreadsheet, basing on 
easy available literature. With aim to make the last task easier, the three seemingly 
different ways of estimation the propensity score in clustering approach (that is: non-
overlapping clusters method, nearest- neighbourhood method, and kernel method) 
were in this paper generalized into a single scheme. Moreover, a numerous easy to 
use free calculators can be located via internet search. Beyond a huge number of free 
calculators for standard two-sample comparisons and analysis of variance (with their 
non-parametric counterparts), one can find at WEB some useful tools: for logistic 
regression [26], for meta-analysis calculations, [41] and [42], and for bootstrapping, 
see [43, 44], and [45].
 The superiority of the resampling (bootstrap) methodology over usual weighted 
averaging in estimation of the adjusted treatment effects were advocated in literature, 
[10, 13]. In this study the advantages of bootstrapping was proved again on exem-
plary data with criterion of the narrower confidence interval for adjusted effects, 
see Table 2: Estimates of a mean effect D. The bootstrap procedure led to width of 
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confidence interval equal to 53.8 – 49.7 = 4.1; versus 54.3 – 49.1 = 5.2 for classical 
procedure [10]. 53.4 – 48.4 = 5.0 for modified procedure [4], and 42.3 – 37.2 = 5.1 
for matching procedure. Nevertheless, the narrowest was the naïve Student’s con-
fidence interval with its width equal to 52.1 – 49.5 = 2.6. Thus, the criterion of the 
narrower confidence interval for adjusted effects cannot be treated as the decisive 
criterion for the questions: to prefer use propensity score methodology over standard 
parametric methodology or not to prefer ? then: which approach to propensity score 
methodology should be preferred, if any? 
 Then, in this study it was demonstrated on the exemplary data that the differ-
ent procedures of propensity score analyses, starting from the same crude data set, 
can lead to quite different results see Table 2: Estimates of a mean effect D. The 
differences in results can manifest in estimated effect of a therapy (i.e. estimated 
difference in an outcome between treated and non-treated groups), and/or in the 
standard errors of estimated effect, and/or in number of individuals excluded from 
consideration during analyses. Nevertheless, the recommendations how to choose 
a proper way of analyses within frame of the propensity score methodology are 
rather obscure and rare in the literature. With aim to overcome this shortage, the 
total amount of exclusions from crude sample was proposed as assisting criterion 
to choosing a proper way of the propensity score analyses. Consequently, the focus 
was made on procedures aimed to get additional information, how great share of 
exclusions should be preferred. The ideas of three known procedures, [18, 21, 25], 
were briefly discussed only. The forth procedure, based on unusual use of the re-
ceiver operating characteristics (ROC) and area under ROC (AUC) methodology, 
was explained in detail, because in our best knowledge, it was first proposed at [39] 
and then in this paper. A role of classifying variable in this procedure played the 
estimated propensity score. The main idea of this procedure consists on unusual 
definition of the Positive and Negative classes of individuals. Usually, these classes 
were defined with respect to baseline recognition (diagnosis) of predicted Positive 
class versus predicted Negative class, [31–33]. Then the predicted Positive class 
was divided into two sub-classes, true Positive class versus false Positive class (that 
is true Negatives among predicted Positives). Contrary to this, in the proposed pro-
cedure these classes were defined with respect to factual allocation to a treatment 
under consideration. Positive class includes all treated individuals, but Negative 
class all non-treated ones. Then the Positive class was divided into two sub-classes, 
true Positive class (individuals of certain medical reasons to treatment) versus false 
Positive class (individuals without medical reasons to treatment). The all further 
analyses run as usual, [31, 32], maybe with use of resampling (bootstrap) method-
ology, [34, 35], maybe without assuming infallibility of the clinical post-treatment 
evaluations, [19, 20]. 
 The procedures, [21, 25], and [39], proposed in this paper as an auxiliary tool 
for propensity score analyses, generate some general measure of a randomness at an 
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exemplary sample, like AUC (area under ROC), but they don’t generate any direct 
recommendation on choosing the separate individuals to exclusion from this sample. 
The estimated randomness can be interpreted, but beyond scope of this paper, in terms 
of noise to signal, [46]. Let us, contrary to [46], define a noise as random allocation to 
treatment, and a signal as deterministic allocation. Then one can consider an enough 
great unintended noise as some surrogate to the intended randomisation at the frame 
of the randomised trials. From this point of view, the exclusions made in propensity 
score methodology, can be interpreted as effort aimed to enlarge the noise to signal 
ratio. It should be noted, that the right allocations to treatment as well as wrong al-
location can follows from a variety of causes, [12, 13, 15, 17, 25, 46], so the direct 
use of the differences in twice repeated classifications to excluding individuals from 
propensity score analyses should be considered with caution, even in frame of simple 
statistical models, like [21]. 
 Two important limitations of this paper should be discussed. First, an initial 
situation for start with analyses in this paper was assumed at moment when use of 
propensity score methodology has been accepted definitely, so the question is how 
to carry out it, but not how to validate a preference to propensity score methodology 
over other competing methodologies. Then, an initial situation was assumed at mo-
ment when the observational studies under investigation have been finished previ-
ously, so all opportunities to include some extra randomisation into observational 
study were omitted in this paper. With regard to the first above weak point, it should 
be noted that the difficulties with drawing conclusions from observational studies 
have a plentiful literature, see e.g. [3, 6, 7, 36, 37, 38]. Moreover, the usefulness of 
propensity score methodology and of the competing methodologies were frequently 
compared, and often the practical recommendations in the matter were proposed, 
see e.g. [4, 5, 8, 11, 13, 46]. With regard to the second above drawback, it should be 
noted that in practice the same action, considered as superfluous effort from local 
or short-time perspective, can be recognized as valuable operation from global or 
long-time perspective. The actions beyond optimal (from local perspective) necessity 
frequently arose in frame of grouped psycho-educational interventions, [47]. Let 
us consider a typical case. Frequently, from practical and economical reasons, the 
psycho-educational interventions are performed to whole pupils classes or students 
group. The groups were evolved from some set of candidates basing of predicted 
share of menaced individuals, see e.g. [48], but the true share can be estimated on 
the ending of an intervention. With aim to validate a predicting procedure, beyond 
the groups of the greater predicted share of menaced individuals, some remaining 
groups can be incorporated to intervention too. It is easy to notice, that a share of 
menaced individuals can be interpreted here as propensity score, so in this way 
some clusters with low propensity score arose at the crude data from observational 
study. Moreover, in this simple way, an observational study acquire some features 
of the cluster randomised trials, [49]. 
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7. Conclusions 

The different procedures of propensity score analyses, starting from the same crude 
data set, can lead to quite different results. Nevertheless, the recommendations how 
to argue a preference to propensity score method over some other standard approach, 
and then how to choose a proper way of analyses within frame of the propensity 
score methodology are rather obscure and rare in the literature. In our opinion, each 
report from propensity score analyses should confront results from several propensity 
score procedures and from some other standard procedures on the same data under 
consideration. 
 The crucial aspect of the propensity score methodology is that during all analysis 
the properly chosen data records can be progressively excluded from further con-
sideration. At such intentional process two main stages were defined, a first stage 
aimed separating a proper initial sample from a crude sample from observational 
study under consideration, and a second stage executed in some extend automatically 
during the core propensity score analysis. At the first stage the exclusion decisions 
should correspond to the criteria that are applied in research practice for creating 
the samples of individuals in random clinical trials. The aims and curse of exclu-
sions at the second stage are different for matching and for clustering approaches to 
propensity analyses. Under matching approach, the proportion between treated and 
non-treated individuals should be exactly the same at each stratum of individuals 
with the same (at least: approximately the same) propensity score. The superfluous 
individuals must be rejected. Under clustering approach, each cluster should include 
at least some assumed minimal number of treated individuals and of non-treated ones. 
Cluster that don’t satisfy this requirement must be rejected at whole. Nevertheless, at 
the both stages of exclusions, and under both approaches, a researcher can control the 
resulting number of individuals excluded from consideration e.g. by proper choice 
of criterions of similarity between individuals. 
 In our opinion, the resulting number of individuals excluded from consideration 
during the propensity score analysis should correspond to proportion of individuals 
non-randomly allocated to treated and to non-treated groups at a crude sample from 
an observational study under investigation. Moreover, under the clustering approach, 
each cluster with a weighty share of non-randomly allocated individuals should 
be rejected from consideration, independently from other criterions of exclusions. 
The proportion of individuals non-randomly allocated to treated and to non-treated 
groups at a sample from an observational study can be estimated on the base of some 
auxiliary information, obtained from clinicians. 
 In this paper the procedure of repeated arrangements and the ROC (receiver 
operating curve) technique were considered as two practical ways aiming to obtain 
reliable information from experienced clinicians. In a single trial with the procedure 
of repeated arrangements to ordered classes the results of repeated classifications 
made by the same expert on the same sample of patients can be obtained. The series 



59Using Propensity Score with ROC...

of these trials, with several clusters of patients, and maybe with several experts, 
gives opportunity to estimate probability of random allocation to the treatment at 
particular clusters of patients. Contrary to this, the ROC (receiver operating curve) 
technique utilizes information from usual in clinical practice post-intervention 
analyses, maybe without additional explanations from medical experts. It should 
be noted, that both above procedures are aimed to estimate randomness of the 
treatment decisions with regard to some samples of patients, but not with respect 
to individual patients. 
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