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Abstract 

Blood flow is a biomarker of human organ health and function. Technologies measuring blood 

flow variations noninvasively play a critical role in clinical applications. Diffuse correlation 

spectroscopy (DCS) is an optical technique measuring the blood flow index (BFI) changes in 

human organs noninvasively, in particularly the cerebral blood flow. This technique relies on 

near-infrared light propagation in the tissue and measures the tissue BFI based on the 

autocorrelation function of the diffusively reflected light intensity. 

The traditional approach of DCS utilizes continuous-wave light (CW-DCS) and is not enabled 

to separate photons propagated through different layers. Thus, the recorded signal suffers 

from superficial layers� contamination. However, recently introduced time-domain approach of 

this technique (TD-DCS) utilizes a picosecond pulsed laser to separate detected photons 

based on their traveling time (time-of-flight, TOF) through the tissue. Hence, it offers a higher 

sensitivity to deeper layers. Besides the advantages of the TD-DCS approach, implementation 

of this technique is more complex than of CW-DCS. An ideal TD-DCS instrument requires a 

narrow instrument response function (IRF) and long coherence length light pulses. 

Unfortunately, the current technology cannot meet simultaneously all these conditions. Broad 

IRF mixes the information of the photons propagated through the superficial and deep layers. 

Hence, accessing the time-of-flight resolution on alone is not sufficient to separate the blood 

flow at various tissue layers. 

In this thesis, I assessed the influences of various components used in TD-DCS setup and 

described the feasibility of BFI measurements with depth discrimination. For this purpose, I 

systematically characterized three optical sources for TD-DCS application and evaluated the 

performance of the illumination and detection elements required to build a setup. Following, I 

showed that time-of-flight resolution is insufficient for achieving depth-dependent blood flow 

information. Moreover, I revealed that the conventional model used in the TD-DCS technique 

cannot distinguish flows existing at different tissue layers. Therefore, a novel theoretical model 

for multi-layer scattering media is introduced. The model is validated experimentally across 

several phantoms and in vivo experiments in the human body by measuring BFI with depth 

discrimination. The investigation on two-layered phantoms shows that using 10 mm source-

detector separation, the moving particles� speeds at the distance of 5 mm below the medium 

surface can be distinguished from the superficial layer. I applied the introduced novel model to 

estimate the BFI time courses during cuff occlusion experiments performed on the human 

forearm of healthy volunteers in vivo. Hence, I demonstrated that, BFI changes in superficial 

tissues, such as in the dermis, can be measured separately from muscle BFI; and BFI can be 

computed even if a 2.5 mm static scattering layer covers the forearm muscle. In contrast, the 
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conventional TD-DCS model provides an average value of BFI over different layers. Finally, I 

developed an apparatus to apply a controllable pressure to the human forehead in vivo. The 

results highlight that by employing appropriate data processing, it is possible to distinguish the 

BFI variations appearing in the superficial layers of tissue from signals carry information of 

deep-layers blood flow. 

The results presented in this study can be beneficial for DCS applications requiring short 

source-detector separation (~10 ''), and other methods measuring particle velocity with 

diffused light. 
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: Introduction

Blood flow (BF) is responsible for delivering oxygen, glucose, and other nutrients to organs 

and removing metabolic products. The oxygen supplied to the cerebral tissues is about 20% 

of the total body oxygen consumed through aerobic mechanisms to maintain its functioning 

[1], [2]. Cerebral autoregulation or autoregulatory mechanism of the brain maintains the 

cerebral blood flow (CBF) relatively constant between FG H IG J' K JL/ MGG$K during large 

changes in the mean arterial pressure (NG H MNG JJO$) [3]. Due to the brain perfusion being 

coupled to the local changes in cerebral function activities [4], CBF impairment might cause 

dangerous brain disorders such as ischemic stroke.

Traumatic brain injury and ischemic stroke are the major causes of cerebral autoregulation 

impairment, leading causes of death or long-term disabilities [5]. Traumatic brain injury occurs 

by force transmitted to the head resulting in neuropathologic damage or impairment of brain 

functionality and can be caused by several events, such as traffic accidents, sports injuries, 

and mechanical falls. Road traffic accidents are the most common worldwide cause of 

traumatic brain injury [6]. Ischemic stroke occurs when the blood supply to a part of the brain 

is reduced or interrupted. Stroke is known as the most common cause of mortality among 

patients over the age of 75 in developed countries. In addition, half of the survivors suffer from 

long-term disabilities and permanent neurological impairment [7]. Therefore, CBF is a crucial 

physiological marker for evaluating brain health and neuronal functions. Utilizing a safe and 

noninvasive technique to measure CBF at the bedside in neurointensive care units is beneficial 

for diagnosing and monitoring traumatic brain injury treatment procedures.

There are several techniques to measure CBF, while only a few methods provide continuous 

bedside monitoring of brain tissues. A portable, noninvasive technique for this purpose is 

transcranial Doppler (TCD) ultrasonography, which characterizes hypo- and hyper-perfusion 

of the brain by measuring blood flow in large vessels of the brain [8], [9]. This technique is 

based on measuring the echoes of ultrasound waves emitted through the cranium. The TCD 

method has two drawbacks. First, probing through a thin skull is required for proper functioning 

[10]. Second, it is sensitive to large vessels. Microvascular blood flow, i.e., the flow in small 

vessels of the brain, can be obtained by utilizing techniques such as positron emission 

tomography (PET) [11], single-photon emission computed tomography (SPECT) [12], and 

dynamic magnetic resonance imaging (MRI) [13]. PET and SPECT are imaging technologies 

using radioactive substances [12] to measure blood flow. Hence, these techniques expose the 

patient to ionizing radiation. To assess the brain tissue function blood-oxygen-level-dependent 

(BOLD) contrast imaging approach using functional MRI (fMRI) is employed [14]. The BOLD 

technique allows capturing changes in deoxy-hemoglobin concentration. However, since MRI 
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scans apply strong magnetic fields to generate images of the organs in the body, this 

measurement cannot be performed on patients with cochlear implants and cardiac 

pacemakers. On top of that, utilization of these techniques needs transportation of the patient, 

and cannot be applied at the bedside for continuous monitoring. 

Brain-tissue oxygen tension (PbtO2) [15], [16], and jugular venous-oxygen saturation (SjO2) 

[17] are techniques used for the quantification of brain oxygenation. These methods are 

invasive and require placing the probe directly into the brain tissue. 

Utilizing optical techniques for brain monitoring is a growing field that enables measuring 

changes of CBF noninvasively. The optoelectronic instrumentation costs are significantly lower 

in comparison with other technologies and can be built in compact frames, suitable for bedside 

clinical applications. Optical techniques comprise various methodologies; each is suitable for 

particular applications. For example, laser Doppler flowmetry (LDF) [18], [19] and laser speckle 

contrast imaging (LSCI) [20], [21] provide dynamic information about the microvasculature. 

However, these measurements are limited to the superficial tissue layers. By contrast, diffuse 

optical technologies investigate hemodynamic tissue status changes in a range of several 

millimeters to a few centimeters below the tissue surface. They have been employed in various 

clinical studies aiming to measure tissue oxygen saturation [22], hemoglobin concentrations 

[23], and blood flow changes [24], [25]. Furthermore, the effective role of these techniques was 

shown in the treatment procedure monitoring of various diseases, such as ischemic stroke [26] 

tumors [27], and traumatic brain injury [28], [29]. 

Near-infrared spectroscopy (NIRS) is a noninvasive optical technique using the near-infrared 

(NIR) spectrum (650 � 1000 nm) to monitor the hemodynamics and oxidative metabolism of 

the tissue [23]. NIR range is a spectral window in which the human tissues are relatively 

transparent due to the low absorption of water and chromophores of the tissue [23]. Hence, 

NIR light can propagate several centimeters into tissue layers [30]. The light penetration in the 

tissue is dominated by scattering since it is significantly more probable than absorption [31], 

and the attenuation of NIR light is linked to the concentration of the primary chromophore, such 

as oxy-hemoglobin (HbO2) and deoxy-hemoglobin (Hb) [23]. As a result, the NIRS technique 

can quantify hemoglobin concentrations and tissue oxygen saturation of layered tissues such 

as the human head. The feasibility of the NIRS method to monitor regional brain activities [22], 

[32], [33] or generate a map of hemodynamic activities of an area of human cortex [34]�[37] 

has been reported in several studies. 

Three approaches to NIRS have been introduced, each uses different features of the light 

source. Employing a continuous-wave emitter is the most basic approach to this technique 

(CW-NIRS) [38]. This approach employs two emitters at different wavelengths from the NIR 
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spectrum to illuminate CW light on the tissue surface. The light is propagated through the 

tissue, and emerging light from the sample surface is detected a few centimeters (~3,"') apart 

from the illumination point. Due to the absorption of the tissue chromophores, the detected 

light intensity is significantly reduced. Chromophores reveal different extinction coefficient 

spectra; therefore, using the Modified Beer-Lambert Law, the chromophore's concentration 

changes are computed using changes in intensities of light measured at multiple wavelengths 

by solving a series of equations [38]. Although this method is widely used in different areas, 

such as psychological and cognitive sciences [39], [40], clinical applications [41], [42], and 

brain monitoring of infants [43], it is only capable of measuring changes in concentration of Hb 

and HbO2. Another drawback of CW-NIRS measurements is the significant contribution of the 

extracerebral tissues to the recorded data [44]. The sensitivity to the deeper layers can be 

improved using several detection points collecting diffused light at short and long distances 

from the illumination point. The short source-detector pair does not allow monitoring of the 

neuronal activity-related information and provides sensitivity to the extracerebral layers. Then, 

using appropriate data processing reduces the superficial layer contamination in the data 

recorded using long source-detector pairs [44]. However, rising the source-detector distance 

reduces the number of the detected photons and consequently increases the noise 

contribution to the signal [45]. 

Another approach of the NIRS, tackling extracerebral contamination issue, uses a picosecond 

pulsed laser to measure the time-of-flight (TOF) [46], [47]. TOF is the time that photons require 

to travel from the illumination to the detection point across the tissue. This approach is called 

time-domain NIRS (TD-NIRS). In this approach, the tissue is illuminated by short pulses of 

light, typically with a few hundreds of picosecond width. The diffusively reflected photons are 

detected at several centimeters (2-3 cm) away from the illumination point. Measurement of the 

photons traveling time (or time-of-flight) makes it possible to distinguish photons propagated 

in superficial tissues from those penetrated deeply into the sample; therefore, the sensitivity to 

cerebral tissues is increased [48]. Conventionally, the discrimination of detected photons 

based on their time-of-flight is performed using a time-gating strategy during pre-processing of 

data [48], [49], while recently, time-gated detectors [50] were fabricated and applied for this 

purpose. Besides, the TD-NIRS method allows quantifying optical properties values of the 

tissue of interest [51], [52], and accordingly, the absolute magnitudes of hemoglobin 

concentrations and regional tissue oxygenation are computed [47]. The third NIRS technique 

is frequency-domain NIRS (FD-NIRS), in which the emitted light intensity is modulated at the 

sub-GHz range. Analyzing the phase-shift and the attenuated amplitude of the detected light 

provides information on the mean distance that the light traveled through the tissues [53], 
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absolute values of optical properties of the medium [54], and the oxygen saturation of the 

tissue [55]. 

NIRS techniques have been used in various clinical studies [56], [57]. Generating a 

tomographic image of infants' brain is one of the application of NIRS [34], [58], [59]. Due to the 

thin skull of neonates, light can easily reach the cortex. Compared to adult humans' head, the 

detected signal from infants' head comprises more information from the brain, and the 

extracerebral contamination is significantly lower. Traumatic brain injury [60] and stroke [26], 

[61] assessments besides neurophysiological applications [22], [32] are other objects of clinical 

use of NIRS in human brain research. Furthermore, NIRS was employed in multimodal 

protocols, such as fMRI-EEG-NIRS [62] and FD-NIRS combined with PbtO2 [63] to 

comprehensively investigate brain functionality. 

NIRS can also be employed to evaluate cerebral perfusion using boluses of injected contrast 

agent, such as indocyanine green (ICG) [64]. In this approach, CBF is estimated based on 

tracking the inflow and washout of the contrast agent, which changes the attenuation of light. 

A combination of TD-NIRS with ICG was introduced [65], [66] and evaluated in a group of 

patients suffering from traumatic brain injury [67] to distinguish the patients from the healthy 

subjects statistically. 

Overall, NIRS is known as a promising technique for the noninvasive measurement of 

hemodynamic parameters, including of Hb, HbO2 concentrations, and regional oxygen 

saturation [38]. Therefore, a broad range of commercial devices providing compact, fiber-free, 

and user-friendly products has been developed for laboratory and clinical studies [68]�[70]. 

Interferometric approaches were recently used in diffusive regimes to reveal the magnitude of 

the scattering particles' velocities moving in turbid media. These techniques work based on 

heterodyne detection approaches and allow accessing both the phase and changes in the 

intensity of the detected light. The experimental configuration of a heterodyne detection system 

requires a Mach-Zehnder interferometer, in which the illumination light is split to sample and 

reference arms. The sample arm delivers coherent light to the sample, and the diffused 

collected light is merged with the reference light providing non-scattered photons. The 

combined light is projected on the detector sensitive area, which builds an interference pattern 

[71]. Replacing a single-photon detector with complementary metal-oxide-semiconductor 

(CMOS) cameras allows parallel multi-speckle detection, significantly enhancing the temporal 

resolution and SNR of the detected signal [72]. The recent development of this technique was 

conducted by employing the Fourier domain [73] and optical gating [74] strategies to provide 

depth discrimination of blood flow information. Interferometric NIRS (iNIRS) combined the 

heterodyne detection concept with swept-source laser features to quantify both path-length-
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resolved blood flow information and optical properties of the sample [75]�[78]. The 

interferometric methods can characterize superficial tissues [78] or obtain deep-layer 

information by extending source-detector separation (SDS) up to 4 cm [79]. Despite the 

potential of these techniques to improve temporal resolution, depth sensitivity, and SNR at 

large SDS have been validated [80], the feasibility of heterodyne detection under clinical 

conditions has not been reported. 

Another emerging optical technique for the noninvasive measurement of microvascular blood 

flow changes is diffuse correlation spectroscopy (DCS) [25], [81]�[83]. In this technique, 

monochromatic near-infrared light is illuminated on the tissue surface. Then, the diffusively 

reflected photons emerging from the sample surface are detected after the light was multiply 

scattered within the tissue. The detected light intensity fluctuating over time carries information 

about the scattering particles' (blood cells) speed moving in the sample. This information can 

be extracted by calculating the decay of the intensity autocorrelation function of the signal [84]. 

Fitting the decay of the autocorrelation curve to the solution of the correlation diffusion equation 

[82] estimates the blood flow index (BFI). Note that the BFI is not the absolute value of the 

blood flow, but it is correlated with the CBF magnitude. The linear correlation between these 

two parameters was shown in different studies using various techniques, such as arterial spin-

labeled perfusion magnetic resonance imaging (ASL-MRI) [85]�[87], phase-encoded velocity 

mapping MRI [88], fluorescent microspheres indocyanine green (ICG) bolus [89] tracking using 

time-domain NIRS [90], [91]. DCS has been utilized in a broad range of in vivo measurements 

carried out on animals, such as rodents [92], [93] and piglets [89], [94], and human organs, 

including the brain [95], [96], breast [97], [98], skeletal muscles [99], with a growing perspective 

of clinical applications [83]. 

Accurate measurement of BFI requires knowledge of the optical properties of the probed 

tissue. Therefore, typically a hybrid instrument combined with DCS and NIRS is employed to 

measure these parameters [100], [101], which leads to losing compactness of the probe and 

expanding the hardware complexities. 

Utilizing a single source-detector pair and employing CW light in DCS does not allow 

distinguishing between superficial and deep layers [99]. Like NIRS techniques, the signal 

sensitivity to the depth is improved by extending the SDS at the cost of substantially reducing 

the number of detected photons and SNR [99]. The SNR can be compensated by increasing 

the recording time or extending the detection channels, which yields losing the temporal 

resolution required to detect rapid changes in blood flow. This problem, along with limited 

spatial resolution, reduces DCS utilization in clinical applications. 



Chapter 1: Introduction

Page 6

Potentially, to tackle all the above problems, the DCS technique is supplemented with a 

mechanism capable of probing optical intensity fluctuations with a time-of-flight or path-length 

resolution. In this way, higher sensitivity to deep tissue blood flow fluctuation can be obtained.

The preliminary work on this concept was undertaken by Yodh et al. (1990) by introducing 

pulsed diffusing wave spectroscopy (PDWS) [102]. In PDWS, the pulse train generated by a 

laser source is divided into reference and sample trains. The sample beams are illuminated to 

a scattering medium, while the reference pulses are optically delayed. Combining the diffused 

light obtained from the sample with the delayed reference pulses provides path-length-resolve 

field fluctuations of optically gated photons. This technique is not optimized for biological 

samples because the required illumination power is above the skin exposure limits.

Recently, Sutin. et al. (2016) implemented the time-domain approach of DCS (TD-DCS) using 

a picosecond pulsed laser generating coherent light pulses [103]. In the TD-DCS technique, a 

train of coherent light pulses is illuminated on the sample surface. The photons propagated

through different paths are scattered by moving scattering particles. The diffusively reflected 

photons are detected from the surface of the medium at a distance of  (typically 10-15 mm) 

from the illumination point.

Fig. 1.1. Conceptual sketch of the TD-DCS technique. a) Coherence light pulses are illuminated on the 
scattering sample. The photons propagated through different depths and were detected at a distance 
of  from the sample surface using a single-photon detector. The photons propagated only at the top 

layer (red area) are detected earlier than the photons penetrated deeper (blue area). b) Measuring the 
distribution of time-of-flight of the detected photons (DTOF) allows for separating the early (red areas) 

and late (blue area) detected photons. c) Time-gated autocorrelation functions computed from the 
signal obtained from each group of photons. The autocorrelation decay is proportional to the scattering 

particle speed at the layer that the selected photons propagated through.

Fig. 1.1(a) illustrates the conceptual sketch of the TD-DCS experiment on a two-layered turbid 

medium, in which scatterers move with different speeds (slow and fast). To simplify, two groups 

of photons are shown. The first group only propagates at the superficial layer and faces 

scattering particles moving with a slower velocity (red area). While the second group 

propagates deeper and reaches the bottom layer comprises rapidly moving scatterers (blue 

area). In the TD-DCS technique, each detected photon is time-tagged based on the traveling 

time between illumination to detection points (time-of-flight) and absolute arrival time, starting 
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from the beginning of the data acquisition time. Thus, by employing time-gating strategies [48], 

[49], [104], [105] (Fig. 1.1(b)), path-length resolution autocorrelation function is obtained (Fig. 

1.1(c)) [103]. A more detailed explanation of the TD-DCS technique and its data processing 

algorithm is presented in section 3.1.  

One of the crucial requirements of TD-DCS is utilizing light sources generating light pulses 

with adequate temporal coherence length. Unlike CW emitters illuminating light with a 

coherence length of about several meters, picosecond pulsed lasers generate significantly 

shorter coherence length [106]. Therefore, the coherence length of the picosecond pulsed 

near-infrared emitters is limited to a range of several millimeters to centimeters [107], [108]. 

Tuning the width of the time gate corresponding to the emitted light coherence length results 

selecting coherence photons. Although reducing the time gate width allows selecting more 

coherent photons, it dramatically reduces the photon counts and correspondingly decreases 

the SNR. The drawbacks of the approach applied in the reference [103] are employing narrow 

time gates. 

Sutin, et al. (2016) showed the time-gated autocorrelation decay changes obtained from in 

vivo measurements of rodents' brain during normocapnia and hypercapnia using 5 mm SDS 

[103]. They employed narrow time gates with a width of about 50 ps to select coherent light 

and compensated SNR reduction by extending the collection time to 20-30 s. 

Pagliazzi et al. (2017) extended in vivo TD-DCS measurements on human tissues using a 

custom-made Ti:Sapphire laser, generating a longer coherence length [109]. Employing light 

pulses with a long coherence length allows utilizing broader time gates, which consequently 

increases photon counts. This feature enables them to measure blood flow changes with 1 s 

temporal resolution at 10 mm SDS during arterial occlusion measurements on adult humans' 

forearm. Although a higher hyperemic peak is expected to be detected using time gates located 

at large times-of-flight [99], the results presented in reference [106] do not reveal significant 

changes in the blood flow trend obtained from different time gate positioning. Then, they 

equipped their system with a fast time-gated single-photon avalanche diode detector to 

measure blood flow changes at quasi-null-distance (2.85 mm) during cuff occlusion 

measurement on the human forearm [110]. They showed that employing a time-gated detector 

at quasi-null-separation can enhance the sensitivity to the deeper tissue layers. 

Besides the finite coherence length of the emitter, other factors such as instrument response 

function (IRF) and time gate positioning, play an essential role in TD-DCS measurements. 

Considerable efforts have been devoted to analyze the effects of the instrument response 

function and finite coherence length of light on the time-gated autocorrelation function in the 

theoretical models describing the TD-DCS results [111], [112]. The practicality of these models 
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was demonstrated through experimental data. The data processing strategy presented in [112] 

was validated for large time gates and focused on the IRF influences. While the model 

proposed in [111] considered narrow time gates and considered the possible influence of the 

limited coherence length of the emitter. Other studies have attempted to present optimal 

configurations of time gate positioning [113], [114]; however, their achievements were limited 

only to the computational simulation results.  

The feasibility of implementing the TD-DCS technique using commercial emitter and detection 

modules has been reported in different studies [108], [115]. Developing a TD-DCS instrument 

tailored for clinical applications requires stability, portability, and operation comfort. Therefore, 

the performance of commercial emitter sources and detector modules is essential to be 

evaluated for TD-DCS application needs. A number of picoseconds pulsed near-infrared light 

sources providing different pulse widths, coherence lengths, and illumination power were 

investigated in [107], [108]. Very recently, the advantages of using light sources illuminating at 

the wavelength above the water absorption peak (> 950!"#) were indicated [116]�[118]. Due 

to the reduction of absorption and scattering properties of the water, oxy- and deoxy-

hemoglobin, wavelengths above 1000 nm can propagate through deeper layers of the tissue 

[119], [120]. Moreover, based on ANSI standards, the maximum-permissible skin exposure by 

a wavelength in the range of 1000 nm to 1400 nm is 10.7!#$ ##%& , while this parameter 

drops to 2.7!#$ ##%&  and 4!#$ ##%&  for 765 and 850 nm, respectively [117], [121]. At these 

longer wavelengths, the detected photon counts can be increased significantly, which leads to 

improvement of the SNR.  

In the studies mentioned above, the TD-DCS feature providing TOF-resolved information was 

utilized to obtain higher sensitivity to changes in flow appearing in deeper layers of the tissue. 

However, results reported from layered tissue experiments do not show proper discrimination 

between blood flows existing in different layers [28], [103], [108], [109], [116]. An important 

point was ignored in these studies: the model fitted to the experimentally obtained time-gated 

autocorrelation curves only matches the early part of the autocorrelation and cannot cover the 

entire curve [122].  

The study presented in my thesis is based on the hypothesis that the time-gated 

intensity autocorrelation function obtained from layered multiple scattering media 

using TD-DCS carries information on the movement of particles contained at different 

depths in this medium. Therefore, obtaining depth-resolved blood flow information from 

the living tissue is feasible by employing a comprehensive model describing the 

relationship between the movement of particles at different depths in the tissue with the 
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measured time-resolved DCS data. In order to validate the hypothesis, a novel model for 

TD-DCS is introduced [section 2.4] and evaluated [Chapter 4] in this dissertation. 

The content of this thesis is divided into four parts. The first part (Chapter 2) describes the 

diffuse optics theory. The chapter is started with an introduction to the biological tissues' optical 

properties. Then, the theoretical description of the light transport through turbid media for semi-

infinite geometries is presented using the diffusion approximation. Next, the correlation 

diffusion equation used conventionally to estimate the BFI of the probed medium is discussed. 

Eventually, after explaining the drawbacks of the standard model, a novel model to calculate 

the BFI with depth discrimination is introduced. 

The experimental setup of TD-DCS technology and the corresponding data processing 

algorithm are presented in Chapter 3. The detection components' effects on the system IRF 

are examined to develop an optimal TD-DCS instrument. Furthermore, the performance of 

different emitter modules used for TD-DCS applications is investigated across phantom and in 

vivo experiments. 

Chapter 4 validates the feasibility of depth-resolved measurement of BFI in layered scattering 

media. A series of experiments on homogeneous and layered turbid media was carried out for 

this aim. A comparison of the function of the standard and novel models for depth 

discrimination of BFI will be presented. Also, the advantages of the novel model, introduced in 

Chapter 2, is shown in a series of in vivo measurement. 

The final part (Chapter 5 and Chapter 6) draws upon the entire thesis, tying up the theoretical 

explanations and empirical findings to validate the study hypothesis and discussing the 

implication of the findings to future research into this area.
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: Theory

This thesis investigates the feasibility of blood flow quantification with depth discrimination in 

human tissue using light from the NIR spectrum. Fig. 2.1 shows light propagation in an adult 

human hand placed in front of a white light emitter. As it is observed, only the red light can 

pass through the tissue, and the other wavelengths are absorbed. Furthermore, unlike a typical 

X-ray image, bones are not visible in this image since red light propagates through the bones. 

Only vessels carrying blood as an absorber of light and dense structural tissues such as 

tendons are visible. This chapter describes the conceptual theories explaining light 

propagation in biological tissues, which leads to the observation illustrated in Fig. 2.1, and 

introduces the theories behind TD-DCS techniques to estimate BFI with depth discrimination. 

Fig. 2.1. Positioning an adult human's hand in front of a white light source illustrates the penetration of 
the red-light spectrum through the tissue.

2.1 Optical properties of tissue

2.1.1 Absorption and scattering

Most human tissues are considered as heterogeneous structured turbid samples, resulting in 

spatial variations in their optical properties. During the light propagation process in the tissue, 

photons interact with microscopic particles of varying sizes on the order of hundreds of 

nanometers to a few microns, which are comparable in dimension to the wavelength of light 

typically used in biomedical applications [123]. Absorption and scattering are the principal 

phenomena resulting in losing photon energy and changing photon direction [123].
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Fig. 2.2. Interaction processes between light and a turbid medium. (a) Light passing a distance of   in 
a nonscarring sample experiences a graduate intensity attenuation due to the absorption 

phenomenon. (b) A representative simulation of photons propagation in a scattering medium indicates 
random changes in propagation directions (colored lines) after facing a scattering particle (black 

circles). 

The light intensity!(") attenuation in a homogeneous absorbing medium is described using the 

Beer-Lambert-Bouger law as: 

 " = "#exp,($ 3&) (2.1) 

where "$ is the intensity of the incoming light. 3
'
 is the absorption coefficient in unites of *+,-, 

and depends on the medium properties and wavelength of light.   is distance from the 

illumination point [Fig. 2.2(a)] and has a unit of *+. 

For a medium with heterogenous absorption properties, such as tissue that includes different 

chromophores, the total absorption coefficient depends linearly on the concentration of each 

component. Therefore, the absorption coefficient of wavelength   is defined [119]: 

 !"( ) = #$",%( )&%
%

 (2.2) 

$",% and &% denote the molar extinction coefficient and concentration of the '*+ absorbing 

component, and have unites of -./012 0345  and 034 -5 , respectively. 

The scattering process in biological tissues is described in Mie theory due to the comparable 

size of scatterers dimension with the wavelength in the NIR spectrum [124], [125]. Light 

traveling in the tissue experiences multiple scattering events that gradually randomize the 

propagation direction; therefore, light penetration in tissue is modeled as a random process 

[82], [83]. Fig. 2.2(b) indicates the path of photons directed by multiple scattering events in a 

homogeneous turbid medium with the optical properties reflecting these of the human tissue. 

As observed in Fig. 2.2(b), photons travel through random directions in a scattering medium. 

For a turbid sample with a scattering coefficient of !6, photons travel a distance of 47* in the 
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sample before their propagation direction becomes completely randomized. The random-walk 

step length or the transport mean free path (4*7) is defined: 

 4*7 =
9
!6: ; (2.3) 

 !6: = !6(9 < >) (2.4) 

where !6:  denotes the reduced scattering coefficient of the medium (in units of /012), and.> is 

the anisotropy factor. The anisotropy factor is unitless and defined as a function of the average 

cosine of the angle between the incident and scattered direction, and for mammalian soft 

tissues in the NIR range is ?@A B > B ?@CC [126].  

2.1.2 Tissue optical properties 

Water, lipids, deoxy- (Hb), and oxyhemoglobin (HbO2) are the main components of biological 

tissues absorbing NIR light. Fig. 2.3 shows the absorption spectra of these chromophores and 

a total absorption spectrum for a typical oxygenation status of human tissue for a range of 

wavelengths starting from 600 nm to 1150 nm [117]. Lower absorption in the NIR spectrum 

(DE? < C??.F0) [Fig. 2.3] results in deeper light penetration into the sample in this wavelength 

range. NIRS benefits from light transmission in this window range, allowing the evaluation of 

the hemodynamic process several centimeters below the tissue surface. Different components 

can be investigated depending on the number of wavelengths utilized in the measurement. 

Conventionally, NIRS uses two wavelengths to quantify changes in Hb and HbO2 

concentrations [32], while in some studies, the number of wavelengths was extended to assess 

the oxidation state of cytochrome c oxidase (oxCCO) [127]. The water absorption spectrum 

significantly fluctuates at wavelengths larger than 900 nm. As seen in Fig. 2.3, between 1050 

nm to 1100 nm, the water spectrum reaches a minimum that offers the second transmitting 

window of light. Recently wavelengths located at this spectrum range (G 9???.F0) were used 

to investigate human tissue blood flow [117]. 
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Fig. 2.3. Absorption coefficients (!"( )) for water, deoxy- and oxyhemoglobin (Hb, HbO2), and fat are 

plotted as a function of  for D?? F0 H  H 99E? F0. The total !" produced by these materials is 
indicated (black line) [117]. The spectrum distinguished by yellow color shows the NIR range.

Table 2.1 compares optical properties (!" and !6: ) of different human organs in the NIR range 

[128]. Because of the existing mismatch between the reported optical properties of different 

tissue types [129]�[131], averaged values are presented in Table 2.1. Except for cerebrospinal 

fluid (CSF), which is considered an absorber, all other tissues are strongly scattered

Table 2.1. Optical properties of different types of human tissue [128]

Tissue  ! ["#$%]  &' ["#$%] ( [)#]
Muscle (abdominal) 0.052 - 0.17 6.4-9.5 674-956

Brain (grey matter) 0.09 - 0.26 4.2-12 674-956

Brain (white matter) 0.13 - 0.97 6.8-15 674-956

Brain (CSF) 0.013 - 0.29 ~ 0 650-900

Breast 0.02 - 0.08 6-14 750-830

Blood 1.3 - 4.9 25-40 665-960

Bone 0.2 - 0.7 7.5-12 674-956

Skin (dermis, Caucasian) 0.053 - 0.49 13-34 618-950

Skin (dermis, black) 0.25 - 4.6 11-55 617-949

Subdermal fat 0.04 - 0.24 8-17 617-949

2.2 Photon migration in turbid media

2.2.1 Photon diffusion theory

The radiative transport equation accurately describes the migration of photons in turbid media. 

However, numerical calculations based on the transport equation are difficult due to the 

complexity of modeling biological tissues [129]. Therefore, several assumptions are 
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considered to simplify the problem and describe the light propagation analytically in scattering 

samples using photon diffusion theory [106], [130], [131]. 

The radiative transport equation is simplified to the diffusion equation [Eq. (2.5)] by considering 

the following conditions [130]. First, it is assumed that the optical source used to illuminate light 

into the sample generates an isotropic power concentrated at position * and time +, ,-*. +/. 
This condition can be satisfied by employing collimated emitters (as isotropic sources) 

displaced by the length of one random-walk step (1  023 ) into the medium from the position of 

the collimated source. Also, the temporal intensity fluctuation of the source, or modulation 

frequency of the light, should be much less than the magnitude of 4 &' . 4 = " )3  is the speed of 

light in the medium; " and ) denote the speed of light in vacuum, and the reflective index of 

the medium, respectively. Eventually, the sample reduced scattering coefficient must be much 

larger than the absorption coefficient, i.e.,  &' 5  ! 6 Tissue in most human organs, such as the 

brain and skeletal muscles, satisfies this condition, while some tissues like the liver contain a 

massive volume of blood that mostly absorb light. 

Satisfaction of these conditions allows to model light propagation in turbid medium by using 

diffusion equation as [106], [130], [131]:  

 7 88+ 9 :-*. +/;< > 4 !-*. +/? (!, ") = #$(!, ") (2.5) 

where, % = # 3(&' + &*
-).  is the diffusion coefficient, and   denotes the fluence rate in units of 

/ 012 . S is radiant source power concentration. 

2.2.2 Boundary conditions 

In the semi-infinite (SI) approximation applied to the reflectance geometry, the source and 

detection points are located on the tissue surface ( = 0), and the scattering medium is 

assumed as a homogeneous infinite slab [Fig. 2.4]. The source is considered as a collimated 

pencil beam perpendicular to the medium surface and located with a source-detector 

separation (SDS) of ! from the detection point. In this approximation, the emitter is 

approximated as an isotropic source positioned at  " = #$% in the sample. In order to satisfy the 

extrapolated zero-boundary condition [132], a negative isotropic imaging source is assumed 

at  = &( " & 2 '), where  ' is  

  ' = 2#$% *1 + ,-..1 & ,-../ (2.6) 

and ,-.. is the effective Fresnel reflection coefficient. 3 is reflective index of the medium: 

 ,-.. 4 &1566378 + 059137: + 05;;< + ;5>; × 107?3 (2.7) 
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Fig. 2.4. Illustration of the semi-infinite geometry

2.2.3 Time-domain spectroscopy

In the time-domain NIRS (TD-NIRS) approach, the tissue is illuminated by ultrashort pulses of 

light. The detected diffusively reflected photons are time tagged using time-correlated single 

photon counting (TCSPC) technology. TCSPC enables measuring the time-of-flight (TOF) of 

the detected photons with a picosecond temporal resolution. For a homogeneous medium, the 

distribution of time-of-flight (DTOF) of the detected photons carries information about the 

optical properties of the sample. In order to model the measured DTOF, the theoretical DTOF 

of the turbid medium have to be convolved with the IRF of the experimental setup [46], [47]. 

For an ideal light emitter (generating very narrow pulses) that illuminates  ! photons spherically 

per unit of time, the solution of diffusion equation [Eq. (2.5)] for an infinite homogeneous 

medium is written as below [45], [51], [133]. In infinite homogeneous medium geometry, the 

source and detection points are located inside the medium, and the boundaries of the medium 

are considered far from these points to omit their effects on the light propagation.

"(#$% , &) = ' !
(4*+'&)- ./ 01235 #$%.4+'& 5 67'&8 (2.8)

where #9: = ;<> ? @A> is the distance between the illumination point on the medium surface 

and the isotropic source location [Fig. 2.4]. < is the distance between illumination and detection 

points (SDS). Likewise, for the SI homogeneous medium, the photon fluence at the detection 

point is defined as:

"(#$% , &) = ' !
(4*+'&)- ./ 012(567'&) B01235 (@ 5 @!). ? #$%.4+'& 8

5 012 35(@ ? @!). ? #$%.4+'& 8C
(2.9)

Correspondingly, the time-resolved reflectance D(#$% , &) presenting the number of photons per 

unit area per unit time emerging the sample surface at the detection point is defined as [45], 

[51], [133]:
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D(#$% , &) =  !@!
(4*+')- ./ &F ./ 01235 #$%.4+'& 5 67'&8 (2.10)

The diffuse reflectance for SI homogeneous medium obtained from Eq. (2.10) is shown for 

various optical properties (67 , 6$G ) [Fig. 2.5(a,c)], source-detector separation < [Fig. 2.5(b)], and 

reflective index H [Fig. 2.5(d)]. Increasing 67 makes the reflectance curve sharper by increasing 

its falling edge slope [Fig. 2.5(a)]. Extending < yields more attenuation and shifts the peak to 

the long times-of-flight, due to the longer paths that photons need to travel to reach the detector 

[Fig. 2.5(b)]. Increasing 6$G and H make the curve widen, as shown in Fig. 2.5(c) and Fig. 2.5(d), 

respectively.

Fig. 2.5. The diffuse reflectance for SI homogeneous medium is a function of (a) 67, (b) source-

detection distance <, (c) 6$G , and (d) H which is described in Eq. (2.10).

In the TD-NIRS technique, picosecond light pulses are illuminated on the sample, and 

diffusively reflected light is detected at >IJ KL M < M N KL [see Fig. 2.6(a) bottom row]. The 

measured DTOF is a convolution of the theoretical DTOF of the sample and the setup IRF. 

Ideally, the IRF is narrow [Fig. 2.6(a) top row], while practically, the emitters used in this 

technique provide a broad IRF in the range of several hundreds of 29 [134]. The DTOF 

acquired by the time-domain approach allows for categorizing photons based on their 

propagation length [Fig. 2.6(b)]. The path length is proportional to the time-of-flight; thus, 
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selecting photons with large time-of-flight values increase the sensitivity of the measurement 

to the absorption changes appearing in the deeper layers of the medium [48], [49], [104], [105]. 

Moreover, the DTOF contains information on the sample optical properties, which can be 

extracted using statistical moments [Fig. 2.6(c)], [51] or fitting the convolution of the diffusion 

equation solution with IRF to the experimentally obtained DTOF [Fig. 2.6(d)], [45]. In Fig. 2.6(c), 

OPQP denotes the total number of photons, R&S shows the mean time-of-flight, and T is the 

variance of DTOF. 

 

Fig. 2.6. Schematic of the data processing approaches in the time-domain regime. (a) The temporal 
distribution of diffusively reflected photons is broader than the pulse width illuminated on the sample. 
(b) The time-gating strategy allows categorizing the detected photons based on their time-of-flight. A 

sketch of various photon path lengths and the corresponding time gates are distinguished with 
different colors. Using statistical moments (c) or fitting the theoretical model to the experimentally 

obtained results (d) the optical properties of the medium can be measured. 

The fitting approach minimizes the difference between the analytical solution of the diffusion 

equation for a particular geometry and the measured DTOF. This approach is implemented 

using a non-linear fitting procedure [135]. The homogeneous semi-infinite geometry is the most 

used approach providing a simplified solution [Eq.(2.10)]. However, more advanced models 

are required to model multi-layered geometries such as human tissue [52]. Furthermore, 

numerical solutions offer the best accuracy and can be used to simulate light propagation in 

the scattering media [136], [137]. 

On the other hand, calculating the optical properties of the medium based on statistical 

moments of DTOF reduces the complexities of data processing that the fitting approach faces. 

In the moment approach, the 1!", 2#$ order of statistical moments corresponding to the mean 

arrival time of photon (%&'), and the variance (() of DTOF, respectively [51]. These parameters 

are shown in Fig. 2.6(c). The optical properties are computed using the following equations: 



Chapter 2: Theory

Page 18

)* = +-.2/(0+-3 4 (5 (2.11)

)67 = 2+-/0+-3 4 (5
893( (2.12)

where ( = %&3' : %&'3, and

+; = %&;' = < &;>0&5?&@
A@
< >0&5?&@
A@

(2.13)

Using statistical moments for estimating optical properties of the medium allows easily omit 

the contribution of IRF by subtracting the moments of the IRF (B0&5) from the corresponding 

moments of the measured DTOF (C0&5). 
+-D = +-E : +-F (2.14)

(D = (E : (F (2.15)

Eventually, the moments of the theoretical DTOF (G0&5) obtained from Eq. (2.14) and Eq. (2.15)

are utilized to calculate optical properties via Eq. (2.11) and Eq. (2.12) [51].

2.3 Diffuse correlation spectroscopy

A conceptual sketch of diffuse correlation spectroscopy (DCS) technique is indicated in [Fig. 

2.7].

Fig. 2.7. (a) sketch of the DCS setup. At time &, photons (solid red arrows) reach the scattering 

particles (dark gray cycles), and after H the particles move in random directions (blue arrows). Then 
the subsequent photons (dashed red arrows) reach the particles (light gray cycles) at other locations. 
Emerging photons make an interference pattern on the sample surface (b). The intensity of a single 

spot (blue cycle in subfigure b) fluctuates over time, corresponding to the scattering particles' 
movement in the sample (c). The autocorrelation decay of the detected signal contains information of 

the moving particles� speed. 

During the propagation coherent light beams through a scattering medium, the photons travel 

through different paths before emerging from the sample [Fig. 2.7(a)]. The photons emerging 

from the medium interfere constructively and destructively on the sample surface and provide 

a speckle pattern [Fig. 2.7(b)]. If the sample contains moving scattering particles, monitoring a 
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single speckle intensity (marked by blue cycle in Fig. 2.7(b)) over time shows a temporal 

fluctuation [Fig. 2.7(c)]. The autocorrelation function decay [Fig. 2.7(d)] of the signal encodes 

information on the speed of the moving particles extracted by fitting the theoretical model to 

the experimentally obtained curve. 

According to the diffusing-wave spectroscopy [82], [138], [139] for light propagating in a 

homogeneous highly scattering medium, the transport equation for field correlation is simplified 

to the correlation diffuse equation [Eq. (2.16)]. 

  !"(#)$% + &'*(#) + &,-
%

3./0 124#%(5)67 89(#: 5) = &;(#) (2.16) 

Here ,- = <>? @A  is the wavenumber. 2B#%(5)6 is the mean-square displacement of the 

scattering particles (e.g., blood cells) in lag time (also called delay time) 5. 1 denotes the 

fraction of moving scatters to total scattering particles. 89(#: 5) represents electric field temporal 

autocorrelation function. Same as Eq. (2.5) ; and " are radiant source power concentration 

and diffusion coefficient, respectively. By considering the boundary conditions of SI geometry 

[section 2.2.2], Eq. (2.16) can be solved using Green's function approach [25]. 

 89(", #, $) = %
4&' *

+-.(/0($)1!)1! / +-.(/0($)12)12 3 (2.17) 

with 

 0($) = 567879: ; <>279: ?@12($)A$ 

1! = B"2 ; (# / CDE)2 

12 = B"2 ; (# ; F#! + "#$)% 

(2.18) 

In the SI geometry, the illumination fiber is located on the sample surface, where the z-axis 

reference is defined; therefore, in Eq. (2.18),  = 0. 

In order to describe the particles' displacement in the target samples, different models were 

assessed, and it was shown that the Brownian motion concept better describes particles' 

movements in biological tissues [140]. Therefore, 

 &'(%*,)- = 6./1, (2.19) 

where /1 is the Brownian diffusion coefficient originally introduced by Einstein (1905) [141]. 

The product of ./1 is proportional to the blood flow information, and in the case of in vivo 

experiments, it is called blood flow index (BFI) [25]. BFI has units of 23% 45 . 
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On the other hand, 78 can be measured using 78*,) = &9*:); 9<*: + ,)-; where 9 is the electric 

field, < indicates the complex conjugate, and & - denotes ensemble averaging that is equal to 

temporal averaging for ergodic media. 

Eq. (2.17) describes the electric field autocorrelation function obtained from a mixture of 

photons traveled across various path lengths as a function of source-detector separation >. 

This equation is used in the CW-DCS approach, which cannot separate the detected photons 

based on the length of the optical path traveled from the source to the detector. The normalized 

electric field temporal autocorrelation function, ?8*,) = 78*,) 78*, = 0)@  for photons traveled 

through the path length A, is described as [103]: 

 ?8B*AC ,) = DEF*GHIJ%KLM./1A,) (2.20) 

 

Yodh et al. (1990) [102] demonstrated that the detected electric field autocorrelation function 

is an integration of all path-length-dependent field autocorrelation functions with the weight 

factor N*A) representing the probability that a photon travels through path length A from source 

to detection point. 

 ?8*,) = O N*A)?8B*AC ,)PA
Q

J
 (2.21) 

As discussed earlier, TD-DCS was introduced as an alternative solution to estimate BFI with 

path-length resolution [103], [109]. Unlike traditional DCS (CW-DCS), a picosecond pulsed 

laser is utilized to generate a train of light pulses in TD-DCS. Synchronization of the emitter 

with the TCSPC module enables measuring the time-of-flight and the absolute arrival time of 

each detected photon. Such as the TD-NIRS approach, selecting photons based on their time-

of-flight makes it possible to separate photons propagated through the top layers of the 

medium from the photons traveled to the deeper parts, using the time-getting strategy [48]. 

One of the main challenges in TD-DCS is the limited coherence length of the pulsed light. 

Picosecond laser operated in the NIR spectrum typically provides several 33 to a few 23 

coherence lengths [107], which is extremely short compared with the coherence length of 

emitters commonly used in CW-DCS (~R0S3).  Eq. (2.24) is valid if the coherence length of 

the emitted light is longer than the difference between the shortest and longest optical paths 

inside the sample. To satisfy the conditions of the DCS method, the time gate width (T:) has 

to be adjusted proportionally to the emitter coherence length, which leads to selecting coherent 

photons. 

In DCS, direct measurement of the electric field is not feasible. However, the Siegert relation 

(SR) [Eq. (2.23)] links the normalized electric field autocorrelation (?8*,)) to the normalized 
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intensity field autocorrelation (?%*,)) functions [142], [143], if the sample properties satisfy the 

conditions of ergodic systems. The time-gated intensity (U*:LC :)) is gained by applying a time 

gate centered at :V, to select photons traveled with time-of-flight (:L) of :V G T: HW X :L X :V +
T: HW . Then, the time-gated normalized intensity field autocorrelation (?%*:LC :C ,)) is calculated 

using: 

 ?%*:LC :C ,) = &U*:LC :)SU<*:LC : + ,)-
&|U*:LC :)|%-  (2.22) 

 ?%*:LC :C ,) = R + Y|?8*:LC :C ,)|% (2.23) 

where Y is the coherence factor, which varies proportionally to the limited coherence length of 

the emitter. Coherence factor Y is calculated as: 

 Y = ?%*:LC :C , Z 0) G R (2.24) 

The time-gated normalized electric field autocorrelation (?8*:LC :C ,)) is modeled by adjusting 

the integration limits in Eq. (2.21) according to the time gate boundaries. 

 

?8*[:V C T:]C :C ,) = O N*:L)S?8#\*:LC :C ,)SP:L
#^_T#

%
#^`T#%

 (2.25) 

Since the photon path length is linked to the time-of-flight (:L), by A = a
b :L,  ! and " are defined 

as a function of time. 

By employing a sufficiently narrow time gate, "(#$) is neglected. Therefore, Eq. (2.25) is 

simplified to Eq. (2.26). 

  !(#$, %) = &'*(+-(#$)%) (2.26) 

where 

 -(#$) = 2.$
/013#$456 (2.27) 

Eq. (2.27) shows a linear relation between autocorrelation decay -(#$) and #$, as predicted in 

the diffusing-wave spectroscopy theory [102], [138]. Note that there are two different time 

scales: #$, presenting the time-of-flight of photons and varying from several *7 to a few 87 and 

% which shows the delay time and varying from a few .7 to hundreds of 97. 

Finally, the time-gated intensity autocorrelation function is defined as:  

  1(#$, %) = : ; <|&'*>(+-(#$)%)|
1 (2.28) 

 

As described in the above equations, the autocorrelation curve is a function of optical 

properties of the medium, path length, scattering particles' speed, and the coherence factor. 
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The influences of different parameters introduced in Eq. (2.27) and Eq. (2.28) on the 

autocorrelation function are shown in Fig. 2.8. In the case of the narrow time-gating approach 

increasing .$
/ , 456 and time gate location (#?) makes the autocorrelation decay faster by 

shifting it to shorter lag times. Improving the coherence length of the emitted light raises the 

coherence factor @ leading to faster decay of the autocorrelation curve.

Fig. 2.8. The influence of .$
/ (a), #? (b), and 456 (c), on the time-gated electric field autocorrelation 

function,  !(#$, %) [Eq. (2.26)] and < (d) on the time-gated intensity autocorrelation function,  1(#$, %)
[Eq. (2.28)].

2.4 A novel model for TD-DCS to separate flows in heterogeneous media

As explained in the previous section, the standard model [Eq. (2.26)] describing the electric 

field autocorrelation decay through a single exponential process allows measuring a single 

value of BFI of the probed sample. Although this model can estimate the flow information of a 

homogeneous media, it cannot explain the autocorrelation obtained from a heterogeneous 

medium containing particles moving at different speeds. Various data analysis approaches 

have been introduced to improve the theoretical model used for the time-gated autocorrelation 

function by considering the influences of finite coherence length and IRF [111], [112]. However, 

there has been limited quantitative analysis considering the effects of different flows of 

heterogeneous media.

We proposed a novel model for the autocorrelation function [144], which allows measuring 

different flows existing in multi-layer turbid media. The model describes the autocorrelation 
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decay through a summation of multi-exponential components. I validated the model across 

phantom and in vivo experiments (see Chapter 4). The conceptual illustration of the 

measurement on a heterogeneous medium is demonstrated in Fig. 2.9.

Fig. 2.9. Light scattering in a medium with slowly and rapidly moving particles. (a) The light illuminated 
on the sample surface is multiply scattered from slowly (orange) and rapidly (red) moving particles 

inside the sample before reaching the detector. The movement of the scatterers changes the photon 
light paths over time (solid and dashed lines). (b) Time-domain approach allows to obtain DTOF and 
define time gates for separating photons penetrated in superficial (green time gate) and depth (purple 

time gate) parts. (c) TOF-resolved (or path-length-resolved) autocorrelation functions encode 
information about the movement of the particles. Autocorrelation functions obtained from particles 
moving slowly (orange line) and rapidly (red line) are shown. The autocorrelation function obtained 

from a medium including scattering particles moving at different speeds is shown by black line (labeled 
total). The figure was adopted from [144].

The light illuminated to a turbid medium is multiply scattered by a given set of N scattering 

particles positioned at A!(#), A1(#), � , AB(#) and detected in time # at a distance of C from the 

illumination point. The phase factor of the diffused wave is &'*(DEFAF), where EF = 0F + 0FG! is 

the successive transfer wavevector, 0F is the wavevector after HIJ collision, and D = K+:. 

Correspondingly, 0L and  ! are the incident and detected wavevectors, respectively [145]. By 

considering "#($%) as a fraction of the electric field of light traveled in the medium with time-of-

flight of $% (through the path-length &) from illumination to detection points, the TOF-resolved 

optical field is defined as:

"($%, $) = "#($%) '*+-./0121($)!
134 5 (2.29)

As schematically indicated in Fig. 2.9(a), a heterogenous scattering media containing two sorts 

of particles that differ in the physical dimension is assumed. The scatterers undergo Brownian 

motion, and the larger particles (orange circles) move slower than small scatterers (red circles). 

The sketch shows two different photon paths (green and purple) for light pulses illuminated on 

the sample at time $ (solid arrows), and $ 6 7 (dashed arrows). After a delay time, 7 the 

particles' locations change. Each scattering event induces a phase shift to the optical field [Eq. 

(2.29)]. Due to the existence of scattering particles moving at different speeds, the photon light 
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path is divided into 8 parts. it is assumed that the 9:; part contains phase shifts caused by <> particles moving at the same speed. The summation of all <> 's provides the total number 

of scattering events, i.e., < = ? <>@>34 . The corresponding electric field model to this notion is 

generalized in Eq. (2.30): 

 "($%, $) = "#($%) A/ BC>($%)@
>34 expD.E>($)FG (2.30) 

where E>($) = ? 0121($)@>34  is the aggregate phase shift of the scattered light due to <> 

particles motion and BC>($%) is a weighting factor indicating the contribution of each of 8 parts 

to the overall field "($%, $).  
The time-gated normalized electric field (H4($%, 7)) is defined as H4($%, 7) =I"($%, $)J "($%, $ 6 7)K IL($%)KM . Considering assumptions in the diffusing-wave spectroscopy 

theory [102], [138] and statistical independence of phase factors '*+[.E>($)], the following 

equation for H4($%, 7) can be derived. 

 H4($%, 7) = / C>($%)I'*+[.NE>(7)]K@
>34  (2.31) 

Here, OE>(7) = P. ? QROSR(7)!TR34 , 0 is the transfer wavevector [Fig. 2.9(a)], and OSR(7) =SR($ 6 7) P SR($), and 2 is a vector. OSR(7) represents the particle displacement over time 7, 
which depends on the particle speed [Eq. (2.19)]. 

As discussed earlier, the movements of the scattering particles can be modeled by Brownian 

motion [140]. These movements are assumed to be uncorrelated with Gaussian distribution 

and the averaged displacement over 7 (UV2>W(7)X). By considering these assumptions, the path 

length dependent normalized field correlation function (H4,>($%, 7)) is expressed in the following 

way [130], [146]: 

 I'*+[.NE>(7)]K = '*+ YP0>W IV2W(7)KZ \ 

^ H4,>($%, 7) = '*+ _P à  #Wb%cdUV2>W(7)X$%f 

(2.32) 

Note that the particle displacement (V2>(7)) depends on the index 9, and relates to the group 

of particles moving at the same speed. Then, by considering the diffusive motion of particles IV2>W(7)K = Zghi,>7, Eq. (2.20) is extended to 

 H4,>($%, 7) = '*+[Pj>($%)7] (2.33) 

where j>($%) indicates the decay rate of the TOF-resolved field autocorrelation function of the 9:; group of scattering particles. 
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 j>($%) = k Wb%cdghi,>$% (2.34) 

As an example, for a medium including two groups of particles moving at different speeds, the 

measured autocorrelation functions comprised two distinguishable decays caused by fast 

ljm($%)n and slow Dj%($%)F particles. A similar approach was also introduced to the laser 

Doppler flowmetry to discriminate particle velocities in the sample [33, 34]. 

Eventually, substituting Eq. (2.33) with Eq. (2.31) describes the normalized field 

autocorrelation function achieved from photons with the time-of-flight of $%, as a convex 

summation of the normalized autocorrelation functions of photons scattered by the group of 

particles moving at the same speed [Eq. (2.35)]: 

 H4(@)($%, 7) = / C>($%)H4,>($%, 7)@
>34  (2.35) 

Here, C>($%) is the weight factor indicating the contribution of each H4,>($%, 7), or the fraction 

of particles with a speed of o> to the total number of particles in the sample. The factor C>($%) 
is always q r C>($%) r `, and ? C>($%)@>34 = `, due to the amplitude of electric field 

autocorrelation being equal to 1 at 7 = q. 

In the case of ergodic samples [Fig. 2.10(a)], in which all particles are moving and the medium 

does not contain any static scatterer, the TOF-resolved intensity autocorrelation function, HW($%, 7) is provided using the Siegert relationship [Eq. (2.23)]. 

 HW(st,@)($%, 7) = ` 6 u v !(")(#$, %)&', (2.36) 

In contrast, for non-ergodic media, which contains static components [Fig. 2.10(b)] or highly 

viscous media [146], the modified Siegert relationship (MSR) is used [143], [147]. 

  '("*+,")(#$, %) = 1 - 2./(1 0 /) & !(")(#$, %)& - (1 0 /)'. & !(")(#$, %)&'
- 3456$7' (#$) 

(2.37) 

where / denotes the ratio between the static intensity to the total intensity. The last term 

(3456$7' (#$)) represents the experimental noise (offset at the autocorrelation tail) [Fig. 2.10(c)]. 
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Fig. 2.10. Comparison of ergodic and non-ergodic systems. Unlike ergodic samples (a) that only 
include moving particles, non-ergodic samples (b) comprise a mixture of static and moving scattering 

particles. The intensity autocorrelation function, obtained from a non-ergodic system, decays to a 
value larger than 1.

Two important points need to be considered. First, in the case of a non-ideal instrument that 

IRF does not act as a delta Dirac function in time and space, . and / are functions of #$. 
Second, Eq. (2.36) and Eq. (2.37) were derived for scenarios in which a sufficiently narrow 

time gate is applied. Although reducing the time gate width drops the photon counts, employing 

a broad time gating strategy requires a more general model to compute the effect of IRF, as 

presented in [144]. 

For 8 = 1, Eq. (2.36) reduces to the conventional TD-DCS model for the intensity 

autocorrelation function. So, the model,  '(*+,!)(t$, %) is referred as the "Standard model with 

Siegert relation" or, in short, "Standard SR." Similarly, for 8 = 1, Eq. (2.37) leads to 

 '("*+,!)(t$, %), which is called, the "Standard model with modified Siegert relation" or "Standard 

MSR" for short.  By following that convention, Eq. (2.36) with 8 > 1 is referred as a "Novel 

model with Siegert relation and 8 Exponential terms" ("Novel SR with 8 Exp-terms"). Finally, 

Eq. (2.37) with  8 > 1 is called as a "Novel model with Siegert relation and 8 Exponential 

terms" ("Novel MSR with 8 Exp-terms,"). This notation is summarized in Table 2.2.

Table 2.2. A summary of theoretical models

Equation Number 8 of exponential 
functions in Eq. (2.35)

Model short name

(2.36)
8 = 1 Standard SR8 > 1 Novel SR with 8

Exp-terms

(2.37)
8 = 1 Standard MSR8 > 1 Novel MSR with 8

Exp-terms

Similar to Eq. (2.25), the influence of the distribution of the time-of-flight of photons can be 

considered by integrating over #$ with the weight factor 9(#$). Therefore, the novel model can 

be extended to cover the conditions of ungated techniques, such as CW-DCS, using Eq. (2.38). 
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In this thesis, I will use only equations mentioned in Table 2.2, corresponding to the TD-DCS 

measurements' properties. 

  '(")(%) = 1 - . :; 9(#$) < ?@ABC(0D@(#$)%)
"

@E!
F#$G

H :
'
 (2.38) 

2.5 Evaluation of noise in the autocorrelation function 

To evaluate how the autocorrelation curve is affected by photon counts, the contrast-to-noise 

ratio (CNR) was computed. The CNR presents the ratio between the time-gated 

autocorrelation dynamic range and its average noise level and is defined as [148]: 

 3IJ(#$) =  '(#$, % K L) 0  '(#$, % K M)
NOPQ(RS,TKH)' - OPQ(RS,TKG)' = .(#$)

NOPQ(RS,TKH)' - OPQ(RS,TKG)'  
(2.39) 

where OPQ(RS,TKH) and OPQ(RS,TKG) are the standard deviations of the early part of the 

autocorrelation curve and background with the presence of noise. 
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: TD-DCS instrument

In this chapter, I provide a detailed description of the TD-DCS instrumentation and data 

processing approach. The influence of properties of different detectors, TCSPC electronics, 

and emitters on the instrument response function (IRF) is evaluated. Due to the critical role of 

emitters in this technique, the performance of three different laser modules is assessed and 

compared through phantom and in vivo experiments.

3.1 Experimental setup 

To implement the TD-DCS technique, I developed an instrument equipped with a picosecond 

pulsed laser generating coherence light, a single-photon detector, and time-correlated single-

photon counting (TCSPC) electronics [Fig. 3.1]. The sketch of the setup is shown in Fig. 3.1. 

in this setup a laser module generating picosecond pulses of light at 760.4 nm (LDH-P-C-N-

760, PicoQuant GmbH, Germany) was utilized. The laser was connected to an external driver 

(PDL 800-D, PicoQuant GmbH, Germany) to generate pulses with an 80 MHz repetition rate. 

A beam collimator was utilized to couple the light into the fiber. A step-index multi-mode fiber 

(M30L01, Thorlabs, Sweden) with a 1 mm core diameter, 2 m length, and numerical aperture 

(NA) of 0.39 was utilized as the emitter fiber. Using an optical power meter (2936-R, Newport, 

USA), the optical power of the light illuminated from the emitter fiber was measured. The 

maximum averaged power of the light at the tip of the emitter fiber was 12 mW at the mentioned 

repetition rate and using the maximal setting of the laser driver. In order to tune the illumination

power between 0 ! 12"# a variable neutral density (ND) attenuator was positioned between 

the laser head and the collimator. To perform TD-DCS measurement, the tip of the emitter 

fiber is located on the tissue surface. The injected photons are propagated through the tissue, 

and the diffusively reflected photons are detected at 10 mm away from the illumination point. 

A 3D printed fiber holder was utilized to position the source and detection fibers on the tissue 

surface. The emerging photons from the tissue surface were collected using a 2 " long 4.4 $"

core diameter single-mode fiber (SMF) to avoid multi-speckle detection and delivered to a 

single-photon avalanche diode (SPAD) detector (PDM, Micro Photon Devices, Italy). The 

detector was equipped with a fiber terminal. The detector offers a quantum efficiency of 20% 

at 760 nm. The detected single-photon pulses generated by the SPAD detector are delivered 

to a TCSPC (SPC-130, B&H, Germany), synced to the laser driver trigger signal. The TCSPC 

module measured the time-of-flight and the absolute arrival time of each detected photon.

Eventually to analyze the recorded data, I developed an algorithm based on MATLAB. The 

data processing algorithm is explained in section 3.2.
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Fig. 3.1. Schematic of the TD-DCS setup.  

3.2 Data processing approach 

Fig. 3.2 illustrates the data processing approach used to analyze the TD-DCS data. A series 

of single-photon pulses (red asterisk) obtained from the detector over time and the 

representative trigger signals denoting the time when the pulse of laser light was emitted is 

shown in Fig. 3.2(a). In order to apply the time-gating strategy, the photons traveling from 

source to detector at a particular time-of-flight, %& are selected. Green rectangles represent the 

positioning of the time gate. Eventually, a two-dimensional dataset, '(%&, %) representing the 

number of photons detected in the defined time gates and at defined absolute time % is 

obtained. 

 

Fig. 3.2. Sketch of the data processing approach (a) The temporal positioning of the detected photons 
(red asterisk) is shown concerning the trigger pulses generated by the laser driver. For a given %&, the 

number of photons, '(%&, %) is counted; otherwise, '(%&, %) is 0. The time gate is denoted with a green 
rectangle. (b) The DTOF is obtained by building a histogram of TOF-resolved photon counts. (c) The 
number of photons traveled at the time-of-flight, '(%&, %) over the measurement. (d) The normalized 

TOF-resolved intensity autocorrelation function, *+(%&, -) is obtained from the time-gated signal shown 
in (c); where - is the lag time. Fitting the autocorrelation curve obtained from the theoretical model (red 

line) to the experimental data points (gray dots) allows calculating BFI. 
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Calculating the histogram of the number of photons '(%&, %) across the time-of-flight provides 

the DTOF Fig. 3.2(b). This curve, along with the IRF, is used to estimate the optical properties 

of the sample based on the moment approach, as described in section 2.2.3 [51]. Then the 

obtained reduced scattering coefficient is used to estimate /35 of the tissue of the interest 

(section 2.3).

Measuring the absolute arrival time of photons located in the time gate '(%&, %) allows to obtain 

the number of photons traveled at the time-of-flight %& over the measurement [Fig. 3.2(c)]. The 

intensity, 6(%&, %) can be replaced with '(%&, %), because these variables are linked with constant 

factors. These fluctuations are caused by movements of the scattering particles inside the 

sample. The time-gated intensity autocorrelation function, *
2
(%7, -) can be obtained utilizing 

Eq. (2.22) [Fig. 3.2(d)]. 

Fig. 3.3. (a) Comparison of the magnitudes of the autocorrelation decay (8(%&)) before (blue dots) and 
after (red dots) offset correction strategy. The linear fits (solid lines) are indicated with the same colors 

for each dataset. The dashed lines extend the linear fit to show the intercept. (b) the calculated /35
values before (blue dots), and after (red dots) the correction.

Before calculating /35 values, *
2
(%7, -) is fitted with one of the models listed in Table 2.2, 

selected based on the sample features. The fitted autocorrelation function reveals the 

magnitude of the autocorrelation function decay 8(%&), in units of 79:. As predicted in diffusing-

wave spectroscopy theory, the autocorrelation decay rate increases linearly with the time-of-

flight [Eq. (2.34)]. However, the decay rates for short times-of-flight may deviate from these 

predictions since these photons were not scattered enough to satisfy the diffusion theory 

conditions, as described in section 2.2.1. Therefore, those data points obtained at short %& are 

excluded from further analysis, in which a linear model (8(%&) =  : × "# +  $) is fit to the 

autocorrelation decay rate. The fitting procedure yields the slope,  : and an offset,  $. Since 

diffusing-wave spectroscopy theory [102], [138] predicted a zero-intercept ( $ = 0), the  $

value is subtracted from %("#) to provide the corrected magnitude of the time-gated 

autocorrelation decays. Thus, the &'*,- is obtained as:
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&'*,- =
(%-("#) .  $)

2/13#
45"#

(3.1)

3.3 Instrument response function

The IRF is influenced by different components used in the setup, such as the emitter, source 

and detection fibers, detector, and TCSPC module [134]. Thus, measuring the IRF requires 

recording the light pulses generated from the emitter and transmitted to the detection 

components through the whole optical path used in the setup. Typically, IRF is measured by 

facing the emission and detection fibers� tip and covering the detection fiber with a scattering 

sheet to fill all detection fiber modes [149]. In this work, the IRF is measured using a black 

cubic shape box with a dimension of 6 cm. The emitter and detection fibers� tip are kept in front 

of each other by two tiny holes embedded in two of the parallel panels. Thus, the light 

illuminated from the tip of the emitter fiber passes a distance of 6 cm before reaching the tip of 

the detection fiber. To avoid illuminating light with an intensity more than the detector threshold 

level, the optical intensity of the light illuminated to the detector was adjusted using ND 

attenuator positioned in the box. To accurately measure the IRF, the TCSPC count rate was 

kept between 7 × 608 . 6 × 609 :;< (counts per second) and the recording of DTOF was 

repeated 20 times continuously with 1 s collection time for each cycle. Finally, the time axis of 

the obtained curve needs to be corrected, corresponding to the additional time-of-flight caused 

by the separation between the source and detection fibers� tip applied during IRF

measurement.

Fig. 3.4. IRF of the setup was compared between different detector and TCSPC modules. (a) The 
SPAD detector was used while different TCSPC modules were evaluated. (b) SPC130 TCSPC was 

employed when different detectors were assessed.

The optical source, detector, and TCSPC are the main components that significantly affect the 

IRF shape and width. Different setups provide IRFs, which differ in shape and width [134]. 

Fig. 3.4 compares the influences of three TCSPC modules [Fig. 3.4(a)] and two detectors 

[Fig. 3.4(b)]. The TCSPCs employed in this investigation included SPC-130, DPC-230

(Becker&Hickl GmbH, Germany), and TT20 (Swabian Instrument, Germany). Also, the 
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detectors including photomultiplier tube detectors (PMC-100-20, Becker&Hickl, Germany), and 

SPAD detector (PDM, Micro Photon Devices, Italy) were utilized. The IRF recorded using the 

SPAD detector provides a sharp peak in which its falling edge becomes significantly broad 

after 50% of the maximal value [134], [150]. The full-width half maximum of the IRF obtained 

by each setup is listed in Table 3.1. 

Table 3.1. IRF width obtained from different detectors and TCSPC modules 

Detector TCSPC part number 
IRF width at 50% of 

maximum [ps] 

PMT SPC130 643 

SPAD 

TT20 503 

SPC130 94 
DPC230 597 

 

3.4 Performance assessment of emitters for TD-DCS applications 

The laser source is the most critical part of the TD-DCS setup. In order to satisfy the required 

conditions of the TD-DCS technique, the employed emitter has to provide specific features. 

The TD-DCS requires a picosecond pulsed laser generating light pulses with a coherence 

length longer than the difference between the shortest and longest light path, illumination 

power up to the skin exposure limits of 4,"# ""$%  [117], [121], and delta Dirac IRF shape. 

Satisfying all these features is challenging; therefore, in this part, the properties of three laser 

modules were investigated to assess the influence of these parameters on TD-DCS 

measurements. 

3.4.1 Methodology 

3.4.1.1 Experimental setup 

Three picosecond pulsed lasers, a single-photon detector, and a TCSPC board were used to 

build the experimental setup [Fig. 3.5]. The detection modules, fibers, and the environmental 

conditions were kept constant along all the measurements to focus the investigation on the 

variables affected by the illumination source. 

The diffused light was collected from the sample surface with 10 & 15,"" separation from the 

illumination point and delivered to a SPAD detector (PDM, Micro Photon Devices, Italy) using 

a 4.4,'" core diameter, single-mode fiber (SMF) (780HP, Thorlabs, Sweden). Then, the single-

photon pulses generated by the detector were time-tagged using a TCSPC board (SPC-130, 

Becker&Hickl GmbH, Germany). Before operating each laser, the TCSPC module was 

synchronized with the employed laser driver by introducing the laser trigger signal as the 

reference to the TCSPC sync channel. All measurements were performed in a dark room at a 

temperature of about 20°C. 
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Fig. 3.5. The experimental setup consists of a home-made Ti:Sapphire laser and two commercial 
diode lasers, all of them generating picosecond light pulses. The emitted power of each laser is 

optically adjustable. The same sample was used for each measurement, and the different lasers were 
used sequentially in the setup. The same detection modules equipped with a single-mode fiber to 

collect and deliver the diffusely reflected photons to the SPAD detector were used during all 
experiments. The TCSPC board is used to count single-photon pulses from the detector and measure 

the time-of-flight of single photons. BS denotes beam splitter. The figure was adopted from [107].

Three laser sources compared in this study are described below.

1. The first employed light source was a home-made Ti:Sapphire laser operated in the 

active mode-locked regime using an acousto-optic modulator (emitter 1 in Fig. 3.5) 

[122]. The emitter module generated picosecond pulses with a 100 MHz repetition rate 

and a tunable wavelength ( between 700 nm to 1030 nm. The laser was tuned to a 

wavelength of 763.3 nm, which was close to the wavelengths generated by the other 

emitting modules. The illumination power of the laser was measured at 100 mW in front 

of the laser head. Therefore, the optical power injected into the sample surface was 

controlled by locating a variable ND attenuator (NDC-25C-4, Thorlabs, Germany) at 

the laser output. The laser light was coupled to a 200 µ" core diameter graded-index 

multi-mode fiber (MMF) by a collimator. The generated light was characterized using 

its illumination spectrum [Fig. 3.6(a)] and the IRF [Fig. 3.6(b)]. The IRF was measured 

by facing the illumination and detection fibers tip in front of each other, while a sheet of 

paper covering the detection fiber head was used to fill up the full numerical aperture 

of the fiber [149]. A spectrometer with a spectral resolution of 0.07 nm (Anritsu 

MS9710B) was utilized to measure the spectrum.
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Fig. 3.6. Characterization of the Ti:Sapphire emitter (a) emission spectrum measured using a 
spectrometer (Anritsu MS9710B) with 0.07 nm spectral resolution (b) measured IRF.

2. The second emitter module used in this study was a commercial picosecond diode 

laser (LDH-P-C-N-760, PicoQuant GmbH, Germany), called �LDH� in this text, (emitter 

2 in Fig. 3.5) operated using a driver (PDL 800-D, PicoQuant GmbH, Germany) with 

80 MHz repetition rate. The width of light pulses was shorter than 90 ps (full width at 

half maximum, FWHM) for a nominal power of the laser 12 mW and an emission 

wavelength of 760.4 nm. The power of the laser is adjustable on the laser driver 

controller panel. Therefore, the light power can be tuned either using the driver setting 

or optically using the variable ND attenuator positioned in front of the laser head 

(emitter 2 in Fig. 3.5). The power adjustment operation may affect the light beam profile; 

thus, the generated light was characterized by measuring its spectrum at different

power levels. Fig. 3.7(a) shows that the emission spectrum width does not change 

significantly across different power settings, while the central wavelength is shifted

~0.2 )". The IRF of the setup was measured for various power settings. Fig. 3.7(b) 

illustrates that the FWHM of IRF decreases by increasing the power setting, while the 

IRF width at the levels less than 50% of maximum is broader for higher gain levels. The 

laser driver was fixed at the maximal setting to ensure a stable spectrum of the source 

conditions, and the necessary light power adjustment was applied optically. The output 

light of the emitter was coupled to a step-index multi-mode fiber with a 1 mm core 

diameter using a collimator to deliver the light pulses to the sample surface.
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Fig. 3.7. Characterization of the LDH emitter (a) spectra measured using a spectrometer (Yokogawa 
AQ6370D), providing a spectral resolution of 0.02 nm, obtained for different light power adjusted in the 

laser driver electronics. (b) The measured IRFs obtained from different power settings.

3. The last laser module employed for this investigation was a fiber-coupled commercial 

diode laser (VisIR-765-HP "STED", PicoQuant GmbH, Germany), called �VisIR� in this 

text (emitter 3 in Fig. 3.5). The module was electrically driven at an 80 MHz repetition 

rate, produced pulses with a width of 550 ps at 765.2 nm, and delivered a nominal 

optical power of 560 mW at the tip of the fiber. Due to the high illumination power of the 

laser, the source fiber was extended using a 200 '" core diameter step-index fiber 

while a variable ND attenuator was located at the connection point of the fibers allowing 

for tuning the optical power at the fiber tip. Similar to the previous emitter module, the 

effects of power adjustment on the spectrum of the laser [Fig. 3.8(a)] and the IRF of 

the setup [Fig. 3.8(b)] were investigated. The results show that the emission spectrum 

of the VisIR laser module and the IRF is constant across different intensity levels 

applied by the gain switching. 

Fig. 3.8. Characterization of the VisIR emitter (a) spectra measured using a spectrometer (Yokogawa 
AQ6370D), providing a spectral resolution of 0.02 nm, obtained for different light power adjusted in the 

laser driver electronics. (b) The measured IRFs obtained from different power settings.

The LDH and VisIR laser modules' emission spectrum was measured employing a 

spectrometer providing the spectral resolution of 0.02 nm (Yokogawa AQ6370D). Assuming 
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that the measured power spectral density of each emitter can be described by a Gaussian 

profile, the temporal coherence length, *+ of each module was calculated using [106]: 

 
*+ =

"#

$"
 (3.2) 

where " and $" denote the central wavelength and width of the spectrum distribution, 

respectively. 

3.4.1.2 Phantom experiments 

The first measurement in this investigation was carried out on a homogeneous liquid phantom 

in order to characterize the coherence factor and to assess the noise contribution on the time-

gated autocorrelation curves. The phantom was a solution of Intralipid (20%, B. Braun 

Melsungen, Germany), distilled water, and black ink, prepared according to the recipe 

described in [151], with optical properties of %&
' = 40()*+, and %- = 0.06()*+, at 760 nm. The 

illumination power of Ti:Sapphire and VisIR emitter modules were adjusted to 50 mW, while 

the LDH emitter operated at its maximum power (12 mW). Due to the differences in illumination 

power delivered to the sample by each of the laser modules, the photon count rate obtained 

from the LDH laser was significantly lower than from the other modules. To tackle this issue 

and to obtain a certain level of photon counts for all measurements, each experiment was 

recorded for 15 min and divided into different subsets, each comprising a certain number of 

photons. Then the contribution of noise in the obtained autocorrelation curve from each subset 

was evaluated by computing the CNR [Eq. (2.39)]. 

In addition, the feasibility of measuring scattering particles� speed moving in the media with 

different viscosities was assessed across a series of measurements on homogeneous liquid 

phantoms with various viscosities. The phantoms were made based on mixtures of Intralipid 

(20%, B. Braun Melsungen, Germany), distilled water, and the viscosity of the liquid was tuned 

by adding transparent glycerol. Four liquid phantoms with glycerol concentrations of 0%, 10%, 

30%, and 50% were used. The optical properties of the sample were adjusted at %&
' = 44()*+, 

and %- = 0.02()*+,. The reduced scattering and absorption coefficients were measured using 

a TD-NIRS instrument with 2.5 cm SDS to ensure the phantoms are uniform in optical 

properties. The TD-NIRS system used for these measurements was introduced in a previous 

study [152]. The TD-DCS measurements were carried out with 10 mm SDS and repeated five 

times.  

3.4.1.3 In vivo measurements 

Finally, the capability of each setup to measure blood flow was compared during an in vivo 

experiment on three healthy adult humans. The measurements were performed on skeletal 

muscles. A black 3D printed fiber holder was utilized to fix the emitter and detection fibers on 

the surface of the tissue at an interoptode distance of 10 mm. The probe was positioned over 
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the subject�s flexor carpi radialis muscle, and to apply the venous-arterial occlusion, the 

tourniquet was placed on the subject's upper arm. The experiment protocol consisted of 2 min 

baseline to measure the initial BFI, followed by 3 min occlusion and 5 min recovery after 

tourniquet deflation. The superficial tissue layer thickness was measured using a skin caliper. 

The skinfold thickness varied from 2.7 mm to 6.5 mm across the subjects. The experiment was 

repeated three times for each subject; in each repetition, one of the lasers was used. At least 

half an hour delay was applied between each repetition to minimize the possible influence of 

the previous measurement on blood circulation. During the break between the experiment 

repetitions, the probe was removed from the tissue surface and, for the next repeat, placed in 

the same location marked on the tissue before the measurements. The illumination power of 

the Ti:Sapphire and VisIR emitters was attenuated to an average power of 30 mW to ensure 

safe conditions. The relative BFI (rBFI) was calculated for each measurement by normalizing 

the obtained BFI to the mean value estimated for the baseline stage (first 2 min of the 

experiment). The protocol was approved by the Ethical Committee of Politecnico di Milano, 

and it was conducted in agreement with the Declaration of Helsinki. All subjects gave written 

informed consent prior to the measurement.

3.4.2 Results

3.4.2.1 Emitter characterization

The measured emission spectra and IRFs of the light pulses were compared to characterize 

the employed laser modules. Fig. 3.9(a) compares the shape of the power density spectra of 

the emitters, each centered at its central wavelength. The FWHM of the emission spectrum 

generated by Ti:Sapphire and LDH emitter is about 0.9 nm, while the VisIR module provides a 

significantly broader spectrum range. A comparison of coherence lengths estimated using

Eq. (3.1) shows that this parameter is similar for Ti:Sapphire and LDH modules and has a 

magnitude of 6.3 mm and 6.1 mm, respectively. For the VisIR laser, the coherence length is 

shorter and estimated to 1.6 mm.

Fig. 3.9. Analysis of properties of different emitters (a) comparison of emission spectra of the emitters 
(b) comparison of IRFs of the setups applying different emitters.
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Fig. 3.9(b) compares normalized IRFs measured using each emitter module. The measured 

IRFs were synchronized at the IRF peak, and each curve was obtained by averaging 20 

repetitions, each collecting ~4 × 40! photons. The LDH module generates a narrow IRF with 

FWHM of 106 ps, although after 45% of the maximum the curve's width increases significantly. 

The widths of IRFs of the setups equipped with different emitters were estimated at various 

levels with respect to the maximum and are listed in Table 3.2 

Table 3.2. Comparison of the IRF width obtained from each emitter 

Laser name IRF width at 50% 

of maximum [ps] 

IRF width at 10% of 

maximum [ps] 

IRF width at 1% of 

maximum [ps] 

LDH-P-C-N-760 106 776 1505 

Ti:Sapphire 185 575 1377 

VisIR-765-HP �STED� 535 1173 1988 

 

3.4.2.2 Liquid phantom measurements 

In order to evaluate the emitting modules in TD-DCS measurements, the coherence factor and 

the noise influences on the time-gated autocorrelation functions were investigated using a 

homogeneous liquid phantom with "#
$ = 10%&'() and "* = 0.06%&'(). 

A series of 14 time gates with 100 ps width, positioned at different times-of-flight, was defined 

as shown in Fig. 3.10(a). Each time gate is displayed with a different color and centered at 

+150%,- / 2# / 1150%,-. The negative values of 2# show the time gate position before the IRF, 

when the time zero is defined at the IRF peak. The DTOFs acquired from 10 mm SDS using 

setups with different emitters were presented in Fig. 3.10(b). Coherence factors, 3 derived 

from each time gate [Eq. (2.24)] were compared between the emitters in Fig. 3.10(c). The 

Ti:Sapphire laser provides a high 3 value close to 0.45 for a time gate centered 150 ps before 

the IRF peak while shifting the time gate to the late 2# reduces the 3 to 0.05 at 1.15 ns. In 

contrast, the diode lasers generate different coherence factor trends across the time-of-flight. 

Both diode lasers (LDH and VisIR) provide a low 3 for the time gates located before the DTOF 

peak, and by shifting the time gate to the late times-of-flight, first 3 reached a peak then 

dropped to a low value around 0.05 at 2# > 1%4-. Although the Ti:Sapphire provides higher 3 

at short 2#, a larger value of coherence factor can be obtained using LDH laser for time gates 

positioned at a range of time-of-flight starting from 500 ps to 1 ns [Fig. 3.10(c)].  
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Fig. 3.10. Comparison of (a) IRFs, (b) DTOFs (c) time-gated coherence parameter, 3 acquired with the 

use of different emitters from a homogeneous liquid phantom with "#
$ = 10 &'() and "* = 0.06 &'().

The influence of time gate width on the coherence factor was assessed by computing 

autocorrelation functions for time gates, with variable widths from 50 ps to 400 ps. The 

averaged values of 3 and the standard deviation over five measurements are presented in Fig. 

3.11. In each measurement, a total number of photons of 5.7 × 10! was collected. As expected, 

the results indicate a reduction of 3 caused by rising the time gate width. By contrast, 

increasing the time gate width improves the SNR. These results show that the time gate width 

needs to be adjusted depending on the coherence length of the laser. Hence, a fixed time gate 

with 100 ps width was used for the rest of the investigation.   

Fig. 3.11. Coherence parameter 3 was measured using different time gates. The measurements were 

performed on a liquid phantom with "#
$ = 10 &'() and "* = 0.06 &'() using different emitters with 10 

mm SDS. The width of the time gates varied from 50 ps to 400 ps. Averaged values of 3 over five 
repetitions are presented in the graphs, and the vertical whiskers show the corresponding standard 

deviations. Figures were adapted from [107].

In order to assess the effects of photon counts on the autocorrelation curve, the CNR of the 

time-gated intensity autocorrelation functions was calculated using Eq. (2.39). Fig. 3.12

illustrates the CNR for various photon counts and different times-of-flight. The results show 

that CNR does not change by count rate variation. Comparison between 3 changes over 2#

[Fig. 3.11] and the CNR trend [Fig. 3.12] for each emitter reveals that the contrast factor 3 and 

CNR follow a similar trend.
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Fig. 3.12. Contrast-to-noise ratio (CNR) of the time-gated intensity autocorrelation function for different 
total photon counts at 10 mm SDS using different emitting modules obtained. Figures were adapted 

from [107].

On the other hand, reduction of the photon counts yields uncertainty in the estimation of the 

autocorrelation decay, 892#: which correspondingly results in an error in BFI calculation 

[Eq.(2.27)]. Therefore, the average value of 892#: acquired from fitting Eq. (2.28) to the 

experimentally obtained time-gated autocorrelation curves, and the corresponding standard 

deviation from five repetitions of measurements was compared between the emitters [Fig. 

3.13]. The results indicate that reduction of photon counts at longer times-of-flight [45], 

reduction in illumination power, or reduction of collection time all lead to an increase in the 

autocorrelation decay 892#: estimation error. By considering the 3 values obtained for each 

time gate, it is seen that the uncertainty of autocorrelation decay 892#: decreases when the 

coherence factor is high. Hence, at late times-of-flight, which provide more sensitivity to the 

movement of particles in deeper layers of the medium, both 3 and photon counts are low; 

therefore the standard division is increased.

Fig. 3.13. The time-gated autocorrelation decay, 892#:. The average values of autocorrelation decay 
(data points) over five repetitions of measurements and corresponding standard deviations (colored 

area) were obtained for each emitting module obtained for three photon-count levels.

The capability of each setup to measure different flows was investigated using a series of 

phantom experiments. For this aim, ;<? was evaluated for four liquid phantoms with different 

viscosities and similar optical properties. A reduced scattering coefficient of "#
$ = 11 ± 1 &'()

was measured for all the media. Fig. 3.14(a-c) illustrates the IRFs and DTOFs obtained from 

each homogeneous liquid phantom with 1 cm source-detector distance using different emitters. 

Two approaches were utilized to fix the time zero. First, the time zero was fixed at the IRF max; 
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therefore, the photons detected before the IRF peak had negative values 2# [note the bottom 

x-axis in Fig. 3.14 and Fig. 3.15]. Second, the time zero was fixed at the earliest detected 

photon (2@ABCD) i.e., at 10% of the IRF�s peak at its rising edge. The corresponding values of  !

were shown in the upper x-axis of Fig. 3.14 and Fig. 3.15, by  ! +  "#$%&. For the emitter 

providing sharp IRF, such as LDH [Fig. 3.14 (a)], the differences between the time-of-flight

values presented in both x-axes are not noticeable. However, a significant shift in times-of-

flight is seen for broad IRFs [Fig. 3.14 (b,c)].

Fig. 3.14. The IRF and DTOFs were obtained from media with a reduced scattering coefficient of '!
( =

11 ± 1 )*,- and different glycerol concentrations. The red x-axis located on top of the panels presents 

time-of-flight with respect to a point located at 10% of the DTOF maximum on its rising edge ( "#$%&), 
while the bottom x-axis showed  ! when the IRF max was selected as the reference time. The 

negative value of time-of-flight corresponds to the photons detected before the IRF peak. Graphs were 
adapted from [107].

Time-gated autocorrelation functions were obtained for 100 ps long time gate centered at 

different times-of-flight in a range from 100 ps to 1100 ps with respect to the location of the 

IRF peak. The theoretical model (Eq. (2.28)) was fitted to the experimentally obtained TOF-

resolved autocorrelation curves to drive ./ !0 and time-gated 234. Fig. 3.15 shows the 

resulting autocorrelation decays for each emitting module. The data points present the average 

values over five repetitions, and the error bars illustrate the corresponding standard deviations. 

As seen, for longer times-of-flight, the standard deviations rise due to the low photon counts. 

On the other hand, linear regression for autocorrelation decay as a function of  ! is obtained 

only using the LDH module [Fig. 3.15(a)], as predicted by the diffusing-wave spectroscopy

theory [102], [138]. This regression was reported in another study employing the iNIRS method 

[78]. However, this trend cannot be seen by employing Ti:Sapphire and VisIR modules [Fig. 

3.15(b,c)]. To estimate the 234 value, the offset correction of the autocorrelation decay trend 

[Eq. (3.1)] was applied to the values obtained from time gates with  5 6 788 9:. For this aim, 

the first data points of the ./ !0, obtained using Ti:Sapphire and VisIR emitters were excluded 

for the fitting because short SDS and broad IRF do not allow the early detected photons to be 

scattered enough to satisfy the diffusion assumptions.



Chapter 3: TD-DCS instrument

Page 42

Fig. 3.15. Time-gated intensity autocorrelation decays ./ !0 were obtained by positioning a 100 ps 
time gate across time-of-flight  ! for different movement speeds in a homogeneous medium.  ! was 
calculated based on both approaches introduced for defining the time zero. Figures were adapted 

from [107].

Fig. 3.16. 234 values were computed for each medium when the time zero was defined at IRF max (a-
c) and IRF rising edge (d-f). Graphs were adapted from [107].

The 234 value of each medium was estimated based on both approaches in which the time 

zero was defined at IRF max [Fig. 3.16(a-c)] and on the rising edge of IRF [Fig. 3.16(d-f)]. The 

shift in the time-of-flight magnitude is caused by the approach of defining the reference time 

point. According to Eq. (3.1), 234 is inversely proportional to  !. All three setups enable to 

detection of the reduction of the medium Brownian diffusion caused by increasing the glycerol 

concentration above 30%.

3.4.2.3 In vivo measurements

Fig. 3.17 compares the blood flow changes during the cuff occlusion challenge obtained using 

each emitting module. The rBFI trends were obtained by averaging signals measured from all 

subjects with 5 s temporal resolution. A time gate with 100 ps width was positioned at 390 ps 
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with respect to the IRF maximum to obtain the corresponding time-gated autocorrelation 

curves. Using Eq. (2.28), the BFI values were estimated, and normalized to the first 60 s of the 

measurement, to compare the BFI changes between different setups.

Fig. 3.17. Comparison of the relative blood flow (rBFI) changes during cuff occlusion experiment on 
forearm obtained from averaging over the subjects at 10 mm SDS. The BFI values were normalized to 

the mean value of BFI measured at the baseline stage.

The blood flow changes obtained using each emitter follow a similar trend and reveal the 

feasibility of measuring BFI changes. In all cases, a constant value of blood flow was measured 

during baseline, then just after cuff inflation the blood flow blocked. By deflation of the cuff the 

blood flow increased dramatically in the probed tissue and gradually reduced to the initial 

baseline state. Besides the similarity in the BFI changes trend, the amplitude of the hyperemia 

peak is different between the setups.
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Determination of BFI with depth discrimination 
using TD-DCS

The novel theoretical model, introduced in section 2.4, describes the possibility of 

distinguishing different velocities of particles moving in the scattering medium. This chapter 

compares experimental and theoretical results to validate the novel model and assess the 

feasibility of distinguishing different speeds of moving particles in layered media.

4.1 Methodology

4.1.1 Phantom preparation

The liquid phantoms are made based on a mixture of distilled water, scattering components, 

and absorbers. Black ink as an absorber and Intralipid as a scatterer are the materials which 

are commonly used for making liquid phantoms mimicking human tissue's optical properties 

[153], [154]. Moreover, in many studies milk was used as the scattering component instead of 

Intralipid [155], [156]. Thus, I utilized milk (3.2% fat, �aciate, Poland) in the following 

experiments. To change the Brownian diffusion coefficient of the samples, the solution was 

mixed with glycerol. Adding glycerol to the solution changes the scattering optical properties 

of the sample [84], [157]. Hence, first, the "!
" was estimated based on the concentrations of 

scattering components (milk with 3.2% fat) and glycerol (purity>99.5%) without adding any 

absorbers to the solutions. Then the absorption coefficient,  # was tuned to 0.06 $&'( by 

adding diluted black ink (Rotring) according to the following relation [158]:

 #)*+,-/1234 × 78:#;<=?

@  #A+-BC
234 × D78:#;<=? E 7F;GH I  #J,K234 × 7F;G

(4.1)

where  #A+-BC
234,  #J,K234, and  #)*+,-/1234 are the wavelength-dependent absorption 

coefficients of water, ink, and the resulting phantom, respectively. 7F;G and 78:#;<=? denote 

the volumes of phantom and ink. The absorption coefficients of water and ink were taken from 

the previous studies� reports [153], [154].

In order to evaluate the trend of reduced scattering coefficient of the phantom over different 

concentrations of the scatterer, liquid phantoms with various concentrations of milk and 

glycerol concentration of 0%, 10%, 30%, and 50% were built. The  !" of the solutions was 

measured using a TD-NIRS system and the moment approach [51]. The measured values of

 !" were presented in Fig. 4.1, as a function of scattering component concentration. These 

results allow adjusting the sample  !" according to the concentration of milk and glycerol.
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Fig. 4.1. Reduced scattering coefficient  
#
$ at ( = 760 &' as a function of glycerol and milk (3.2% fat) 

concentrations.

4.1.2 Phantom measurements

Several measurements on homogeneous and layered physical phantoms were carried out to 

distinguish scattering particles moving at different speeds using the novel model. Aiming to 

provide the same conditions across all the measurements and satisfy the semi-infinite 

geometry assumptions, the experiments were performed in a 6 × 6 × 6 (' 3D printed cubic 

box built with black materials. The front plate of the chamber included two tiny holes, with 

diameters of 3 mm, to hold the tips of the fibers at 10 mm separation on the phantom surface. 

The holes were covered using 23 "' thick transparent Mylar film to avoid leakage from the 

fiber holes. The distances between each fiber tip and the surrounding walls of the box were 

more than two times larger than the applied SDS to minimize the destructive influence of any 

photons reflected from the compartment walls.

Fig. 4.2. The physical phantoms geometries. (a) homogeneous medium, (b) two-layer liquid phantom, 
and (c) two-layer solid-liquid phantom, including a 5 mm solid slab located at the top of the 

compartment filled with a homogenous liquid

The measurements were started on homogeneous liquid phantoms [Fig. 4.2(a)]. The 

phantoms were prepared according to the recipe described in section 4.1.1. The 

measurements were conducted on three samples with a constant value of absorption 

coefficient, ") = 0.06 ('*+ and reduced scattering coefficient,  !" was tuned to 7.5, 10, and 

12.5 *'*+, respectively. 
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A series of measurements on two-layer liquid phantoms was conducted for which the container 

was divided into two compartments by placing a 23,"' thick Mylar sheet parallel to the front 

plate [Fig. 4.2(b)]. In this way, the phantom contained two layers, a top layer with 5 mm 

thickness and a large bottom compartment. The deep compartment was filled with the 

homogeneous solutions of defined optical properties obtained according to the recipe 

described in section 4.1.1. The liquid in the upper part was mixed with glycerol (30% 

concentration) to reduce the scattering particles' velocities. The optical properties of the top 

layer were adjusted to the values as same as the bottom layer. 

Finally, the feasibility of the novel model to measure the -/1 value of a homogeneous liquid 

phantom covered by a solid slab was evaluated [Fig. 4.2(c)]. An Intralipid liquid phantom was 

made according to Eq. (4.1) to provide a solution with  ) = 0.06,('*+ and  !" = 40,('*+. First, 

the measurement was performed only on the liquid phantom to get a reference value. Then, 

the liquid compartment was covered by the solid slab with matched optical properties, and the 

measurement was repeated. For this aim, first, the optical properties of a home-made solid 

resin phantom were measured utilizing a TD-NIRS system and the moment approach [51].  

The experiments were carried out under stable conditions in a dark room at a temperature of 

about 20°5. In order to avoid differences in results related to SNR variations, the optical 

illumination power was adjusted using the neutral density attenuator [Fig. 3.1], located in front 

of the laser head in such a way that numbers of photons of 4.3 × 408,(9#,were acquired for 

each measurement. Also, before recording actual data, the phantom was stabilized for 15 min 

after filling the compartment. 

4.1.3 In vivo measurements 

In order to assess the depth-resolved blood flow on human tissue, the TD-DCS method was 

employed during the forearm cuff occlusion and forehead pressure measurements on healthy 

adult humans in vivo. These measurements were conducted using a 10 mm SDS, and the 

illumination power of 12 mW was delivered to the tissue surface. All experimental procedures 

and protocols were reviewed and approved by the Commission of Bioethics at the Military 

Institute of Medicine, Poland (permission no. 90/WIM/2018). The experiments were performed 

following the tenets of the Declaration of Helsinki. The participant's physiological parameters 

are presented in Table 4.1. The thickness of the participant�s forearm skin and scalp were 

measured using a skin caliper. 
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Table 4.1. Physiological factors of volunteers participating in the in vivo measurements 

Parameter Subject A Subject B Subject C 

Weight [kg] 52 53 70 

Height [cm] 167 173 172 

Age [year] 31 29 26 

Gender F M M 

Forearm superficial layer thickness [mm] 1.95 1.25 2.05 

Forehead scalp thickness [mm] - 2.3 - 

 

4.1.3.1 Forearm occlusion experiment 

In order to monitor blood flow changes during the cuff occlusion challenge, the probe was 

positioned over the flexor carpi radialis [Fig. 4.3(a)]. The tourniquet, operated by a tunable air 

pump, was applied around the arm below the shoulder joint to occlude venous and arterial 

circulation and inflated quickly to 180 mmHg. Then, the tissue was covered by a 2.5 mm thick 

solid phantom slab with optical properties of  ! = 0.05,/2+& and  '
( = 7.5-/2+&. The probe was 

located above the same tissue area measured in previous experiments [Fig. 4.3(b)]. The 

measurements consisted of three stages: rest state (2 min), cuff occlusion (2 min), and 

recovery (3 min) [Fig. 4.3(c)]. These measurements were performed on three participants. 

 

Fig. 4.3. The forearm cuff occlusion experiment. (a) The probe was positioned on the forearm of the 
subject, with the fibers touching the skin. (b) a 2.5 mm solid slab positioned between the skin surface 
and the probe. (c) The measurement consists of 2 min baseline; cuff pumped to 180 mmHg for 2 min, 

3 min recovery. 

4.1.3.2 Forehead pressure measurement 

The measurement with a pressure applied on the surface of the head was conducted on a 

healthy subject (male, 29 years old) and repeated three times during the same day. The 

superficial blood flow was reduced by pressing the skin, while cerebral flow remained constant. 

This experiment illustrates how the static and slowly moving scattering particles in extra-

cerebral tissue (scalp or skull) contribute to TD-DCS signals. The participant was asked to lay 

supine on a bed, and the probe was located on the subject�s scalp directly over the right 

prefrontal cortex [Fig. 4.4(a)]. It is assumed that applying the pressure blocks blood flow in the 
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scalp, while the skull prevents transferring the pressure effect to the brain [Fig. 4.4(b)]. 

Therefore, the blood flow of the deep layer does not change. The experiment was started with 

a 1 min rest state to measure the baseline level. Next, a controllable pressure was applied to 

the tissue at 150, 200, and 250 mmHg stages, each continued for 1 min [Fig. 4.4(c)]. 

 

Fig. 4.4. (a) Photo of the pressure application apparatus, (b) idea of the experiment, and (c) tissue 
pressure protocol during measurement of the blood flow index in the human forehead under variable 

pressure. 

In order to apply a stable and controllable pressure to the skin, I developed an apparatus that 

pumps air into a cylinder at adjustable pressure levels [Fig. 4.4(a)]. A piston with a connecting 

rod connected to a black 3D printed probe was enclosed in the cylinder. The optical fibers were 

mounted at 1 cm source-detector separation. The front panel of the probe was curved to match 

the curvature of the subject�s forehead and allowed to attach the fibers� tips directly to the 

tissue surface. The apparatus was installed on the head of a bed which the participant was 

asked to lie in during the measurement. As shown in Fig. 4.4(a), the probe is located on the 

forehead, and by pumping air into the cylinder, the probe moves vertically to apply the pressure 

on the tissue. 

4.2 Results 

4.2.1 Phantom measurements 

4.2.1.1 Homogeneous liquid phantoms 

Fig. 4.5 shows DTOFs obtained from the homogeneous phantom. The mean time-of-flight,  !" 

of the curves was reported, which changes with increasing #$
%  as explained in (Eq. (2.12)). The 

intensity autocorrelation function was estimated at three different time gates for each medium. 

The time gates have 100 ps width and were centered at different times-of-flight (!$ = 0.3&'( 

(early), 0.6 ns (intermediate), and 0.9 ns (late), with respect to the location of the IRF peak) 

[Fig. 4.6]. The intensity autocorrelation functions were then fitted by both the standard SR (red 

curve) and novel SR based on a model with double exponential terms (cyan dashed curve) 

[Fig. 4.6]. Although the standard and novel models fit well with the experimental data obtained 
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from the early time gates, the novel model provides a better fit for late time gates with a low 

number of photons. 

 

Fig. 4.5. IRF and DTOFs were obtained from time-domain diffuse correlation spectroscopy 
measurements on homogeneous milk phantoms with variable reduced scattering coefficient (#$

% =

7.5, 10.0, and 12.5&)*+-) and absorption coefficient of #/ = 0.06&)*+-. 
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Fig. 4.6. Time-domain diffuse correlation spectroscopy measurement on homogeneous milk phantoms 
with variable reduced scattering coefficient (#$

% = 7.5, 10.0, and 12.5 )*+-) and absorption coefficient of 
#/ = 0.06 )*+-. The normalized intensity autocorrelation functions for three different time gates,

including early, intermediate, and late time gates. Black cycles represent experimental data points, 
and the fitted curves obtained from the standard and novel models are drawn in red (solid line) and 

cyan (dashed line), respectively.
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Fig. 4.7. Time-gated autocorrelation decays vs. time-of-flights (!$) obtained using (a) the standard 

model and (b) the novel model (SR with two exponential terms) across various. (c,d) 489 values for 
the homogeneous liquid phantoms were estimated using photons propagated through different paths 
in the medium. 489 values were estimated from decays obtained for !$ > 370 ps by employing the 

offset correction approach [Eq. (3.1)].

The time-gated autocorrelation decays :;!$< calculated using the standard [Fig. 4.7(a)] and the 

novel model [Fig. 4.7(b)] are compared. 489 was derived using Eq. (2.36) with ? = 1, 2. The 

results depicted in Fig. 4.7(c,d) report consistent 489 values across the samples, and as 

expected from a homogeneous medium, they are uniform for all photon path lengths. The 489

values were averaged across the data points with !$ > 370 ps and similar values of 489 =

1.51 × 10+@ )*A × (+- and 489 = 1.B6 × 10+@ )*A × (+- were obtained for the standard (? =

1) and novel model (? = 2), respectively.

4.2.1.2 Two-layer liquid phantoms

Fig. 4.8 shows the IRF and DTOFs obtained in measurements carried out on two-layer liquid 

phantoms recorded using the TD-DCS technique. Comparing the mean time-of-flight, C ! >

values reported in Fig. 4.8 with the values presented in Fig. 4.5 reveals the uniformity of optical 

properties between the homogeneous and two-layer liquid phantoms. The measured optical 

properties of the phantoms show values of #/ = 0.06 )*+- and #$
% = 7.5, 10.0, and 12.5 )*+-.
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Fig. 4.8. IRF and DTOFs were obtained from time-domain diffuse correlation spectroscopy 
measurements on two-layer milk phantoms with variable reduced scattering coefficient (#$

% = 7.5, 10.0,

and 12.5 )*+-) and absorption coefficient of #/ = 0.06 )*+-.

The measured time-gated intensity autocorrelation functions for three time gates (early, 

intermediate and late), presented in Fig. 4.8, acquired from the two-layered liquid phantoms, 

are shown in Fig. 4.9. The experimental results were fitted using Eq. (2.37) with ? = 1 (the 

standard SR model) and ? = 2 (novel SR model with two exponential terms) to estimate the 

489 values.

A larger difference between values obtained from the standard model and experiments is seen 

in the case of two-layer phantoms than in homogeneous phantoms, particularly for 

intermediate (purple) and late (orange) time gates. While the standard model fits well for the 

early time gate (green) since this gate corresponds to photons propagating only at the 

superficial layer.

The novel model provides two distinct decays of the autocorrelation curve, which are related 

to the fast, :D;!$< and slow, :$;!$< moving particles. Results of the analysis of the fast and slow 

components are shown in Fig. 4.10(b,c) and compared to the single decay, :;!$< resulting from 

the standard model and shown in Fig. 4.10(a). The novel model fast component, :D;!$< rapidly 

increased for times-of-flight longer than 600 ps, and consequently allows to distinguish the 

difference between the speeds of particles moving in each layer of the phantom [Fig. 4.10(b)]. 

While the standard model provides an average speed of the scattering particles moving in both 

layers. The mean value of 489 was computed from the fast component of the novel model  for 

the time gates located at !$ > 570 E( (489,D = 1.B6 × 10+@ )*A × (+-). It is seen than 489,D is 

almost the same as the 489 estimated from homogeneous phantoms (489 = 1.51 ×

10+@ )*A × (+-). Comparing 489 calculated using the standard SR model for the two-layer 

liquid phantoms (489 = 7.76 × 10+-F )*A × (+-) [Fig. 4.10(d)] and homogeneous media [Fig. 

4.7(c)] shows that the application of the standard SR model leads to underestimation of the 

489 magnitude.
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Fig. 4.9. Time-domain diffuse correlation spectroscopy measurement on two-layer milk phantoms with 
variable reduced scattering coefficient (#$

% = 7.5, 10.0, and 12.5 )*+-) and absorption coefficient of 

#/ = 0.06 )*+-. The normalized intensity autocorrelation functions for three different time gates, 
including early, intermediate, and late time gates. Black cycles represent experimental data points, 
and the fitted curves obtained from the standard and novel models are drawn in red (solid line) and 

cyan (dashed line), respectively.
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Fig. 4.10. The analysis of time-resolved autocorrection data were obtained from a layered phantom 
with an absorption coefficient of #/ = 0.06 )*+- and variable reduced scattering (#$

% = 7.5, 10.0,

12.5 )*+-) using the standard SR model and the novel model including SR with two exponential terms

(a�c) time-gated autocorrelation decays  :!("!) and (d�f) the #$%values obtained from two-layer liquid 
phantoms

Furthermore, #$% values obtained from the slow component of the novel model (#$%! =

5.40 × 10&'* +,- × /&') [Fig. 4.10(f)] is close to the values estimated for the "! < 600 2/

(#$% = 6.88 × 10&'* +,- × /&') [Fig. 4.10(e)]. This demonstrates that the data obtained from 

the late gates are affected by the superficial layer contamination, which leads to an error in the 

estimation of #$% using the SR model. Application of the novel model allows for minimization 

of these effects and to estimate #$% related to the deep layer of the model more accurately.

4.2.1.3 Ungated analysis of the two-layer liquid phantoms

As shown above, the TOF-dependent autocorrelation function can be used to calculate #$% of 

the layered scattering medium at different depths. In order to evaluate the role of time gating, 

the datasets considered before were reanalyzed without using any time gate. For this purpose, 

the TOF-resolved signals of the number of photons were integrated along time-of-flight. The 

intensity autocorrelation functions 3-(7)9 were derived from obtained distributions. Fig. 4.11(a) 

shows the resulting intensity autocorrelation curves, fitting using standard and novel models, 

and  #$%  was estimated for the two-layer homogeneous liquid phantom. The results from the 

standard SR model and the novel SR model (with : = ;) fit well with the experimental curves 

[Fig. 4.11(a)]. However, #$% values obtained from the novel model (#$% = 1.>; × 10&? +,- ×

/&') are close to the control value [Fig. 4.11(b)]. 
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Fig. 4.11. The TOF-integrated (ungated) intensity autocorrelation function of the two-layer liquid 
phantom with variable @!

A . (a) The curves are fitted by the standard SR and the novel models (: = ;). 

(b) The estimated #$% values.

4.2.1.4 Two-layer solid-liquid phantom

Fig. 4.12(a) shows DTOFs recorded with TD-DCS in a two-layer liquid-solid phantom.

Fig. 4.12. Results of measurements carried out on solid-liquid phantom. (a) IRF of the setup and 
DTOFs were obtained from a homogeneous and a two-layer phantom medium comprising of a 
homogenous liquid medium covered by a 5 mm thick solid slab. (b-d) Normalized time-gated 

autocorrelation curves correspond to three different time gates indicated by green, purple, and orange 
in (a). Black dots represent data obtained from measurements, and fits obtained using the standard 

and novel models were drawn with solid red lines, and cyan dashed curves, respectively.

Comparing the DTOFs obtained from the control homogeneous liquid phantom (solid red line) 

with those acquired on the two-layer medium (blue dash line) reveals fluctuations at the early 

part (around the peak). We discussed this effect in the report [159] and considered that it is 

caused by the presence of static speckles induced by the solid slab. The effect was studied 

using the TD-DCS approach and different solid phantoms. It was shown that the static speckle 
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pattern does not fluctuate during the measurement [159]. The appearance of such fluctuation 

in DTOFs suggests that the probed sample is non-ergodic, and correspondingly utilization of 

the modified Siegert relation Eq. (2.37) for data analysis is necessary.

Considering the effects described above, it is needed to use the models combined with the 

modified Siegert relation [Eq. (2.37)] in order to compute the #$% values from the experimental 

intensity autocorrelation. Namely, the standard MSR and the novel MSR model based on 

double exponential terms. As shown in Fig. 4.12(b-d), the data obtained using the standard 

MSR model (red curve) do not fit well to the measured data, especially for late lag times. As 

illustrated in Fig. 4.13(a), the time-gated autocorrelation decays obtained using the standard 

model increase with time-of-flight at a rate much lower than the decays obtained from the 

homogeneous liquid phantom. The standard MSR model leads to underestimating the BFI by 

a factor of two [Fig. 4.13(b)]. Experimental data were fitted using the novel model to estimate 

the speed of the particles in non-ergodic media (cyan dashed curve). This model allows to 

obtain good fits between theoretical and experimental data. The fitting procedure yields two 

decays, although it is expected that all particles in the medium move at the same speed. The 

fast component is shown in Fig. 4.13(a) (red dots), corresponding to the light scattered from 

moving particles. Then by considering the optical properties of @B = 0.06 +,&', @!
A = 10 +,&'

for both layers, the #$% values were estimated for different time gates. The value of #$% =

4.01 × 10&? +,- × /&' was obtained using the novel model (red dots), which agrees with 

#$% = C.D; × 10&? +,- × /&' of the reference homogeneous medium (black dots) [Fig. 4.13

(b)].

Fig. 4.13. Results of the measurements carried out on the two-layer liquid-solid phantom using the 
time-domain diffuse correlation spectroscopy. (a) autocorrelation decays (b) corresponding #$% values 

are shown as a function of the time-of-flight. 

Fig. 4.14 compares the functionality of various models used to fit the experimental data and 

estimate #$% of the two-layer liquid-solid phantom. Red dotes in Fig. 4.14(a,b) shows the 

autocorrelation decay magnitudes calculated using SR models [Eq. (2.36)] including two and 

three exponential components (: = ;9 C). Results obtained using these models were 
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compared to the values obtained from the Standard Modified Siegert model (standard MSR

with : = 1) [Eq. (2.37)]. Moreover, the computed #$% values obtained from the layered 

phantom were compared with the results of a separated measurement performed on the liquid

phantom used in the deeper compartment (black dots in Fig. 4.14). The results presented in 

Fig. 4.14 and Fig. 4.13 suggest that the novel MSR model with two exponential terms drives

the #$% close to the results of measurements performed on the homogeneous phantom.

Fig. 4.14. Comparison of different fitting models to estimate the values of #$% of the deep layer in the 
two-layer liquid-solid phantom. Black dots denote the autocorrelation decays (a,b), and the resulting 
#$% (c,d) obtained for the reference measurement (when the sample chamber contains only the liquid 
phantom). These values are compared to the autocorrelation decays obtained for the standard MSR 

model (blue dots) and different theoretical models given by Eq. (2.36) (red dots) for the two-layer 
liquid-solid phantom.

4.2.2 In vivo measurements

4.2.2.1 Cuff occlusion experiment on the human forearm

In order to validate the applicability of the novel model to assess BFI at different layers, an 

arterial occlusion test was carried out on three healthy adult humans. The average forearm 

skin thickness of the subjects was 1.75 mm [Table 4.1]. A representative autocorrelation curve 

of different stages of the measurement is shown in Fig. 4.15. It is observed that the 

autocorrelation curve decays faster at the baseline than when the cuff was occluded. The 

autocorrelation curves were fit using the standard and the novel model with double exponential 

components. Fig. 4.15(c) clearly illustrates the effect of the mixture of slow and fast blood flows 

on the autocorrelation curve shape just after the cuff was deflated. In this scenario, the curve 
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is decorrelated at different rates, and the novel approach can model the whole trend while the 

standard model deviates from the experimental data.

Fig. 4.15. Representative intensity autocorrelation functions were obtained during different stages of 
the cuff occlusion test carried out on the human forearm: (a) baseline (b) the occlusion stage (c) 

hyperemia peak after releasing the cuff.

A representative DTOF including three time gates is illustrated in Fig. 4.16(a). The BFI values 

calculated for each time gate were normalized to the 60 s of the baseline recorded before the 

cuff inflation. The driven relative blood flow index (rBFI) from the standard and novel models 

are indicated in Fig. 4.16(b) and Fig. 4.16(c), respectively.

Fig. 4.16. TD-DCS measurement on the human forearm during cuff occlusion test. (a) IRF of the setup 
a representative DTOF, and three time gates. Relative BFI trends derived for three time gates (b) for 

the standard model (c) obtained using the novel model.

Although the hyperemic response is expected to be higher for deep tissue layers, i.e., muscles 

[160], the rBFI signals obtained using the standard model do not exhibit such a trend [Fig. 

4.16(b)]. As shown above, the time-gated intensity autocorrelation functions are averaged 

when the standard model is utilized. While, the novel model allows to distinguish BFI trends

between the time gates. A time gate positioned at long time-of-flight selects photons 

propagated through deeper tissue layers (muscles) which contain faster blood flows than the 

superficial layers [99]. In Fig. 4.16(b), the hyperemia peak appears about one minute after the 

occlusion was released. Since a large collection time was employed to improve the SNR, the 

information from the occlusion period is merged with the post occlusion stage. Thus, the 

averaged value of BFI obtained from each temporal point shows the trend of BFI slowly 

changes over time.
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4.2.2.2 Cuff occlusion experiment on the human forearm covered by the scattering slab

The protocol applied in the previous measurements was repeated while the tissue was covered 

by a 2.5 mm thick solid phantom slab [Fig. 4.3(b)] with the optical properties of  ! = 0.05 "'$%, 

 &
' = 7.5 "'$%. The representative DTOFs from both measurements on the forearm (with and 

without the slab) were depicted in Fig. 4.17(a). As presented and discussed above in the 

description of phantom measurements, the static slab introduces the static speckle fluctuations 

[159]. Thus, the modified Siegert relation is required to estimate the blood flow correctly 

[Eq.(2.37)]. The same datasets were analyzed using the standard MSR model [gray dots in

Fig. 4.17(b-d)] and the novel MSR model with 4 exponential terms [blue dots in Fig. 4.17(b-d)]. 

These results are compared to rBFI trends of the same subjects but without the static layer 

covering the forearm [black and red dots in Fig. 4.17(b-d), which are considered as reference 

values.

Fig. 4.17. TD-DCS measurement on the human forearm covered by the turbid static slab during cuff 
occlusion test. (a) IRF of the setup of a representative DTOF and one time gate. (b-d) BFI was derived 

for each participant using different models and compared to the results obtained from the previous 
measurement 

Comparison of the BFI trends presented in red and blue dots in Fig. 4.17 show that utilizing 

the novel MSR model with four exponential components enables recovery of the BFI changes 

in deep layers (muscle) even if the tissue of interest is covered with a solid phantom. 
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4.2.2.3 Forehead pressure measurement

Fig. 4.18 illustrates the results of the measurements in which a controlled pressure was applied 

to the forehead. The similar shape of DTOFs obtained from different measurement stages [Fig. 

4.18(a)] indicates that the optical properties of the tissue remained constant during the 

experiment. The time-gated intensity autocorrelation functions were calculated for short and 

long times-of-flight. Then, the BFI values were computed using the standard SR and novel SR 

model with two exponential terms [Fig. 4.18(b,c)] for each time gate. The rBFI trend was 

obtained by normalizing the BFI values to the averaged values obtained during the first 60 s 

of the experiment.

Fig. 4.18. The rBFI during the human forehead pressure experiment (normalized to the baseline 
values). (a) IRF of the setup and representative DTOFs for obtained during baseline and three stages 
of the experiment. rBFI was computed using different models under the variable pressure (b) for early  

and (c) for late time gate.

It is observed that the rBFI decreases with increasing pressure [Fig. 4.18(b)] for the early time 

gate because applying pressure on the scalp blocks blood flow in superficial layers of tissues. 

However, such a trend is not expected for the late time gate since the skull prevents 

transferring this pressure to the cortex. A reducing trend of rBFI is obtained from the late time 

gate when the standard model is set for data analysis, while the rBFI derived from the novel 

model indicates a constant level of BFI in the deeper layer of tissue [Fig. 4.18(c)].
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: Discussion

Cerebral blood perfusion is a crucial biomarker of brain health. Despite the importance of 

measuring CBF for diagnosing brain diseases associated with vascular autoregulation 

functionality, the available technologies utilized in clinics are limited in providing a convenient 

and reliable bedside monitoring of CBF [161]. In this thesis, I described the TD-DCS technique 

as an optical method that allows monitoring blood flow changes in different depths of the tissue 

noninvasively.

To support the hypothesis introduced in this study, I investigated the impacts of different 

speeds of the scattering particles moving in homogeneous and layered media, on the detected 

signal of TD-DCS experiments. For this aim, first, I developed a compact and portable TD-

DCS instrument. Due to the critical role of emitters in this technique and limited available 

evaluations on laser features for TD-DCS applications [108], an investigation of different laser 

modules' performance was carried out to validate their usefulness for TD-DCS measurements. 

For this purpose, three picosecond pulsed laser modules, which were utilized for TD-DCS 

applications in previous studies [108], [109], [115], were selected. I systematically 

characterized and examined these emitters in this study and compared their features  [107]. 

Tests of the employed emitters (two commercial diode lasers, LDH and VisIR, and a home-

made Ti:Sapphire laser) showed how the instrument response function, photon counts, and 

coherence length influence the TD-DCS measurement.

In order to estimate the coherence length of the emitters, I measured the spectrum of each 

module using high-resolution spectrometers. The emission spectra of the Ti:Sapphire and LDH 

emitters show a similar shape, both providing bandwidths lower than 0.1 nm [Fig. 3.9(a)]. In 

contrast, the VisIR module provides 3.8 times broader spectral width, resulting in a shorter 

coherence length. Assuming a Gaussian profile of the power spectral density, the coherence 

length of these emitters was estimated between 1.6 mm to 6.3 mm. These values are 

significantly shorter than the coherence length typically used in the CW-DCS technique [162]. 

It needs to be considered that the spectrometer jitter causes uncertainty in measuring the 

spectrum of monochromatic light. Therefore, the values reported above are an estimation of 

the absolute value of the coherence length of the emitters. The other approach for precise 

measurement of the coherence length is interferometric [163], [164], in which the coherence 

length of the laser is computed based on the fringes pattern. To overcome the destructive 

influences of incoherent light detection, utilization of the time gate strategy is critical. Although 

the shorter width of the time gate leads to selecting photons that are more coherent, it 

dramatically reduces photon counts and consequently reduces the SNR. For this reason, the 
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time gate width needs to be adjusted based on a trade-off between SNR and coherence factor 

(.  

IRF is another essential factor that needs to be considered in the TD-DCS technique. This 

method requires a narrow Gaussian shape IRF [118]. Unfortunately, the near-infrared laser 

sources employed in this technology provide relatively broad IRF. A comparison of IRFs 

obtained for different light sources reported in Table 3.2 shows that the LDH emitter provides 

the sharpest IRF; however, unlike the Ti:Sapphire laser, the IRF shape gained from the LDH 

emitter is non-uniform due to the SPAD detector effects [134], [150]. The VisIR module 

provides a very wide IRF caused mainly by the broad pulse width of the laser [169]. 

In TD-DCS, the magnitude of the coherence factor ( is used to evaluate the contribution of the 

coherent photons selected by the time gate, and it changes as a function of time gate width 

and position [103]. Comparing the trend of the coherence factor ( provided by each emitter 

reveals that both diode lasers generate a low value of ( at early times-of-flight. However, by 

increasing the time-of-flight, the magnitude of ( rises to reach a maximum and then drops 

down. In the case of Ti:Sapphire laser, a uniform falling trend is seen [109]. An important point 

to consider is that all employed emitters generate a very low value of ( (< 0.1) at late times-

of-flight that carries information on the deep-layers flow [48]. Since ( denotes the contrast 

between the amplitude of the autocorrelation function at ) = 0 and the autocorrelation tail level 

at ) = *, reduction of ( reduces the accuracy of estimating the autocorrelation decay. The 

highest value of (, generated using the diode lasers, was obtained from the time gate located 

at the DTOF peak. Laser pulse shaping strategies allow for shortening of the laser pulses, 

which impact the coherence factor ( at late times-of-flight and improve the depth sensitivity of 

TD-DCS measurements [165]. 

Results of the experiments carried out for different widths of the time gates showed that 

broadening the time gate reduces the contribution of the coherent photons in the time-gated 

signal due to the limited coherence length of the emitters. Thus, a reduction of coherence factor 

( is seen by increasing the time gate width. These results agree with the findings of other 

studies [103]. As expected, reducing the time gate width reduces the number of acquired 

photons and raises the measurement uncertainty. 

The analysis of the time-gated intensity autocorrelation shows that the CNR is proportional to 

the coherence factor (. In other words, photon counts do not influence the amplitude and 

decay of the autocorrelation function. While low number of detected photons increases the 

noise fluctuations superimposed on the autocorrelation curve. The photon counts variations 

can be caused either by different factors such as, the measurement configuration (number of 

detection channels, count-rate, measurement duration, SDS) [84] and the time gate positioning 
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[109]. Autocorrelation fluctuations prevent precise estimation of the autocorrelation decay, 

+,-&/ which is directly proportional to the BFI [Eq. (2.27)]. Results of analysis of the error of the 

autocorrelation decay estimation can be useful in prediction of the measurement error 

according to the photon counts during the measurements and for adjustment of the experiment 

parameters, such as data collection time and illumination power. It was shown, as expected, 

that, shifting the time-gate to the late times-of-flight and reducing the photon counts result in 

increased uncertainty of the autocorrelation decay estimation. 

According to Eq. (2.27), the autocorrelation decay increases linearly over the time-of-flight 

[102]. Since Eq. (2.27) is a zero-intercept relation, it is expected to obtain +,-&/ equal to zero 

at -& = 0, while experimental results show +,-& = 0/ 2 0. Therefore, the intercept needs to be 

corrected. If the intercept correction is not applied to the estimated values of +,-&/, the resulting 

346 (or BFI) drops by increasing the time-of-flight [Fig. 3.3], regardless of the velocity 

distribution of the particles moving in the medium. This error was reported by Cheng et al. 

[111]. These authors tackled this issue using a complex model that needs knowledge of the 

source coherence length value. The strategy I introduced based on Eq. (3.1) offers a 

straightforward solution. A higher magnitude of intercept is observed for the emitters 

generating broader IRF. Also, broadening in IRF causes deviation from the linear trend of the 

autocorrelation decay trend over time-of-flight. Among investigated emitters, only LDH laser 

provides such a linear trend of  (!&). 

Derivation of BFI needs knowledge of absolute time zero (see Eq. (2.27)). Determination of 

the absolute value of the time-of-flight is challenging due to the strong influence of the IRF and 

the lack of a practical deconvolution approach. Conventionally, the IRF maximum is considered 

as a reference time [109], while a certain level of IRF on its rising edge can be used as the 

time zero point [144]. To investigate the impact of the absolute value of the time-of-flight (!&) 

on the 346, I derived this factor based on two temporal references. Allocating the time zero on 

the rising edge of the IRF (before its peak) yields a reduction of the 346 because the estimated 

value of the time-of-flight is increased. Thus, quantification of the time zero is an essential 

requirement in TD-DCS applications and is particularly difficult for emitters providing wide IRF, 

e.g., Ti:Sapphire and VisIR. 

Experiments carried out on the homogeneous media, including scattering particles moving at 

different speeds, indicated that the differences between the magnitude of particles� velocity 

can be revealed using each employed emitter. The medium with 10% glycerol concentration 

did not show a noticeable difference in 346 compares to the phantom without glycerol. 

However, a significant drop of 346 is observed when the phantom viscosity was increased 

which reduces the speed of the particles. This founding corresponds with the results reported 
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by Cortese et al. (2018) [151]. Comparison of the 346 values computed based on each time 

zero reveals that allocating the time zero at the IRF maximum reduces the effective range of 

times-of-flight that a time gate can be positioned. Because, on the one hand, the time gate 

positioning area is limited by the photon counts providing an adequate SNR. On the other 

hand, the range of -& located before the IRF peak becomes negative and cannot be used to 

compute the 346 magnitiude. This limitation is noticeable for Ti:Sapphire and VisIR modules 

generating broad IRF.  

During arterial occlusion experiments on humans� forearm, a similar trends of BFI changes 

was observed for all employed emitters. The difference between the magnitude of hyperemia 

peaks obtained in these experiments could be caused by the higher SNR provided by the 

higher optical power illuminated by the Ti:Sapphire and VisIR lasers (30 mW) into the tissue. 

The illumination power of the LDH emitter was approximately 60% lower than the other 

modules, which likely caused an underestimation of the autocorrelation decay. 

The above described studies enhanced our understanding of various parameters' impacts on 

TD-DSC measurements [107] and allowed me to focus on the LDH emitter module as an 

appropriate emitter for the rest of the study. This module provides a linear autocorrelation 

decay trend over time-of-flight as predicted in the diffusing-wave spectroscopy theory [102]. 

To confirm the main hypothesis of my dissertation, I used the TD-DCS technique optimized 

based on the results presented is Chapter 3. Furthermore, I used the novel theoretical model 

to analyze light scattering in samples in which scattering components move at various speeds. 

The feasibility of the novel approach proposed in this study was validated experimentally in 

phantoms and in vivo experiments [144]. 

The two-layer liquid phantoms used for this purpose included a 5 mm top layer containing 

scattering particles moving slower than the bottom layer scatterers. The 346 value of the 

samples used in the bottom layer (homogeneous medium) was estimated by using the 

standard SR [Eq.(2.28)] and the novel SR with two exponential terms [Eq. (2.36)] models. The 

averaged value obtained from the fast component of the novel model was close to the obtained 

346 values estimated for the control medium. Results of experiments revealed a significant 

difference between estimated 346 in each layer and showed that using the novel model, the 

flow information of the bottom layer can be recovered. The top layer 346 is consistent with the 

model introduced in [150] and shows around 36% lower than the reference value. Notably, the 

standard model was incapable of distinguishing differences in the speed of particles moving  

in both layers and provided an average value of 346. 
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To illustrate the critical role of the time-gating approach, the same datasets were reanalyzed 

without time gates by integrating the intensity over whole times-of-flight before computing 

&'(*). The analysis shows the mean value of #$%, which was obtained from the novel model, 

close to the reference value (#$% = 1.51 × 10+, -/2' 34 ). Although the novel model recovers 

the BFI related to the speed of particles in the deeper compartment, TOF-dependent intensity 

autocorrelations are necessary to provide the depth resolution. 

The results presented in section 4.2.1 show that the conventional model provides information 

on the average motion of scatterers. Thus, reducing the influence of the top layers is commonly 

provided by increasing the SDS [99], [166]. However, this approach reduces the spatial 

resolution and decreases the number of photon counts. In case of non-ergodic systems, 

applying short SDS on a sample covered by solid particles, such as the human skull model 

filled with Intralipid solution in [166], cause a significant offset on the autocorrection tail. Since 

the standard model does not explain this effect, I evaluated the capability of the novel approach 

to derive BFI in a physical phantom containing static scatters. I showed that combining the 

novel model of field autocorrelation function with the modified Siegert relation [Eq. (2.37)] 

enables recovering flow information of a liquid sample hidden under a solid slab with a 

thickness equal to half of the applied SDS. 

Finally, this approach was applied in humans in vivo during cuff occlusion on forearm and 

forehead pressure experiments. The BFI trend analysis indicates that the standard model 

cannot separate blood flow at different tissue layers by changing the time gate positioning. 

Similar results were reported in different studies [108], [109]. I showed that by employing the 

novel model, different amplitudes of the post-occlusive reactive hyperemia is obtained 

according to the location of the time gate. For example, in case of the experiments performed 

on the forearm, increasing the time gate location allows to obtain information of deeper layers 

(mussels) which contains more blood compared to the top layers. Similarly, in previous 

experiments utilizing the multi-distance approach in CW-DCS [99], a higher post-occlusive 

hyperemic peak was obtained for larger SDS. According to the results presented in this thesis, 

I showed that the introduced novel model enables to separate slow and fast flows in the tissue. 

In contrast, the standard model cannot provide depth selectivity, even though the time-resolved 

approach is utilized to distinguish the light paths. This means that the TOF-resolution is 

insufficient to measure the blood flow with depth discrimination in biological tissues when the 

standard model is applied. 

The changes of BFI obtained from the novel model were considered as the reference pattern, 

and the measurement was repeated while a solid slab with 2.5 mm thickness was located 

between the tissue and the probe. Comparison of the BFI changes computed using different 
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models [Eq. (2.38)] reveals that the standard MSR model cannot distinguish reactive 

hyperemia. Also, to recover the BFI of the deep tissue layer and the post-occlusive peak, the 

novel model with four Exp-terms is required that each term represents different blood flows 

existing at various skin layers and the muscle. 

The results achieved from the forehead pressure experiment prove that TD-DCS separates 

the superficial from the deeper layers� blood flow in humans in vivo [Fig. 4.18]. Applying 

pressure on the scalp press the tissue, and correspondingly the blood flow reduces. This trend 

is seen using both standard and novel models [Fig. 4.18(b)]. However, no changes in BFI are 

expected at deeper layers due to the resistance of bone to the applied pressure and the 

prevention of transferring it to the cortex. This expectation is satisfied using the introduced 

novel model, in which the contamination of the superficial layers is reduced. 

In this work, I validated the hypothesis of the study in a series of phantom and in vivo 

experiments. It was shown that the autocorrelation obtained from a layered medium carries 

information on the moving particles� speed at each layer of the medium. I illustrated that the 

autocorrelation function obtained from two-layered liquid phantoms, with different magnitudes 

of particle velocities at each layer, cannot be modeled using the standard approach and the 

conventional data processing approach computes an average value of BFI of the scattering 

media. In contrast, I utilized a novel model explaining the autocorrelation function as a 

summation of several exponential terms. Information on moving particle speed at each layer 

was driven from different parts of the autocorrelation curve by utilizing the novel model. 

Employing the novel model to the TD-DCS measurements performed on human tissues in vivo 

validated the feasibility of measuring BFI with depth discrimination. 

The main difference between the novel model introduced in this study and the model proposed 

by Li et al. (2017) [167] is that they described the time-gated field autocorrelation function as 

a product of several negative exponential functions. Their model was validated only using 

simulations and could not be used to explain experimental observations reported by different 

researchers, such as the offset of the intensity autocorrelation tail caused by the existence of 

the static scatterers [76] and bi-exponential decay of the autocorrelation curve [78], [92], [109], 

[168]. In my approach the field autocorrelation function is modeled as a convex sum of negative 

exponential terms [see Eq. (2.36) and Eq. (2.37)]. 

It was reported by several authors that the TD-DCS enables transcranial cerebral blood flow 

measurements in small animals [103] and humans [108], [109]. On top of that, the results 

presented in my study indicate that processing the time-gated autocorrelation function using 

new data processing approach allows measuring blood flow changes noninvasively in the 

deeper layers of human head in vivo independently of changes in superficial blood flow. The 
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presented results revealed the full potential of the time-of-flight resolved methods to provide 

the depth-resolved information of blood flow changes. 

The drawback of the proposed technique is related to the low detected photon counts. To 

tackle this issue, either long period data collection is required, which reduces the temporal 

resolution, or the system can be enhanced by operating several SPAD detectors in parallel 

channels. 

The introduced processing method is not limited to the TD-DCS. It can be beneficial to other 

methods that measure scattering particle velocities using correlations of the light scattered 

from the diffusive medium, such as DCS, iNIRS [75], parallel diffusing-wave spectroscopy 

[169], [170], and fluorescence correlation spectroscopy [171]. 

The future direction of this work can be a combined use of TD-DCS and TD-NIRS for 

measuring hemodynamics and blood flow changes with depth discrimination in biological 

tissues. CW-DCS and TD-NIRS have been used together in the frame of a hybrid system for 

this aim, but that strategy requires a switching approach to operate each technique in a precise 

sequence [100], [101]. In contrast, the emitter utilized in the TD-DCS has the potential to be 

used as one of the emitters of the TD-NIRS. The detected photons can be separated by 

wavelength using optical filters located before the detector sensors. Therefore, both emitters 

can be operated at the same time, and the complexity of switching strategies to operate DCS 

and NIRS techniques is omitted. Using such a novel TD-DCS-NIRS method, the absolute 

values of optical properties and depth-resolved hemodynamic parameters, such as HbO2, Hb, 

StO2, and BFI, would be measured simultaneously. 
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: Conclusions

· The time-domain diffuse correlation spectroscopy (TD-DCS) technique allows 

separating detected photons using information on their traveling path length from the 

source to the detection points through the tissue.

· The coherence length of light pulses, broadening the instrument response function, and 

the illumination power are critical instrumental parameters in the TD-DCS technique. 

These parameters are linked, thus, providing a setup with a good functional 

performance for in vivo measurements is a trade-off between them.

· Linear regression between the autocorrelation decay measured using TR-DCS and 

time-of-flight is essential for accurate estimation of the blood flow index.

· In TD-DCS measurements, based on a standard model, only an averaged blood flow 

index over the probed layers can be obtained. The novel model presented in this 

dissertation considers the effects of different flows in a layered media on the measured 

autocorrection functions and allows to estimate the BFI as a function of depth in the 

tissue.

· Experimental data obtained on physical phantom showed that the intensity 

autocorrelation function recorded from a medium, containing particles moving at 

different speeds, can be modeled as a sum of exponential terms.

· The proposed novel model was validated in a series of in vivo experiments performed 

in human tissues. It was shown that the blood flow index of the superficial and deeper 

layers of the tissues can be differentiated using advanced data processing.

· Application of the novel model in the data analysis allows to estimate blood flow index 

in layers of the medium located at depths larger than 6 mm using an optode 

configuration with short source detector separation of about 10 mm.

· The time-of-flight resolution of TD-DCS is not sufficient to estimate BFI in different 

layers of a turbid layered medium, when the standard model is applied. An appropriate 

data processing approach is necessary to provide blood flow information with depth 

discrimination.
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